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CHAPTER 1 

DATABASE AND INFORMATION SECURITY 

Dr A Rengarajan, Professor, 
Department of Computer Science and Information Technology, Jain (Deemed to be 

University) Bangalore, Karnataka, India 
Email Id- a.rengarajan@jainuniversity.ac.in 

 
 

Information security refers to the protection of information and information systems from 
unauthorized access, use, disclosure, disruption, modification, or destruction. This can include 
measures such as encryption, firewalls, intrusion detection and prevention systems, and secure 
software development practices . The goal of information security is to ensure the 
confidentiality, integrity, and availability of information for authorized users while preventing 
unauthorized access. 

Information security is a critical aspect of modern business and society, as more and more 
information is stored, processed, and transmitted electronically. With the rise of the internet 
and digital technologies, information security has become essential for protecting sensitive data 
such as personal information, financial transactions, and confidential business information. 

Effective information security requires a combination of technical, administrative, and physical 
controls. Technical controls include measures such as encryption, firewalls, intrusion detection, 
and prevention systems, and secure software development practices. Administrative controls 
include policies, procedures, and guidelines for managing and protecting information, as well 
as training and education for employees. Physical controls include measures such as secure 
facilities, access controls, and environmental controls to protect information systems and data 
from physical damage or unauthorized access. 

Information security is also closely related to other areas such as network security, data privacy, 
and compliance with legal and regulatory requirements. Organizations may hire information 
security professionals to help implement and maintain appropriate security measures, and to 
respond to security incidents. Additionally, various security standards and frameworks such as 
ISO 27001, NIST CSF, and SOC2 are used to help organizations manage their information 
security risks. 

Information security is an ongoing process that requires constant monitoring, testing, and 
updating of security measures and protocols. Organizations need to have an incident response 
plan in place to quickly and effectively respond to security incidents . This may include 
identifying and containing the incident, assessing the damage, and implementing measures to 
prevent similar incidents from happening in the future. 

One important aspect of information security is threat management. This involves identifying 
and assessing potential security threats, and implementing measures to mitigate or prevent 
them. Common types of threats include viruses and malware, phishing and social engineering 
attacks, denial-of-service attacks, and network intrusions. 

 Many organizations are subject to various regulations and laws that require them to protect 
certain types of data and comply with specific security standards. This can include laws like 
General Data Protection Regulation (GDPR) and Health Insurance Portability and 
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Accountability Act (HIPAA) in Europe and USA respectively. Organizations must ensure that 
their security measures and practices meet the requirements of these regulations and laws to 
avoid costly fines and penalties. 

Information security is a complex and ever-changing field, requiring a multi-disciplinary 
approach that involves not only technical controls, but also policies, procedures, and employee 
education. Organizations need to stay informed about the latest security threats, technologies, 
and best practices to protect their valuable information assets. 

Data privacy refers to the protection of personal information and the rights of individuals to 
control how their personal information is collected, used, and shared. This includes ensuring 
that personal information is collected and used only for legitimate purposes and that it is kept 
secure and confidential . Organizations must also provide individuals with clear and transparent 
information about how their personal information is being used and must obtain their consent 
for its collection and use. 

Access control refers to the measures that organizations use to ensure that only authorized 
individuals can access sensitive information. This can include measures such as password 
protection, biometric authentication, and multi-factor authentication. Access control is 
important for protecting sensitive information from unauthorized access and for ensuring 
compliance with regulations and laws. 

An important part of information security is also disaster recovery and business continuity 
planning. This refers to the processes and procedures that organizations have in place to ensure 
that they can continue to operate in the event of a disaster or interruption. This may include 
measures such as backup and recovery systems, redundant infrastructure, and incident response 
plans. 

Information security is a broad and multifaceted field that requires organizations to take a 
holistic approach. It involves not only technical controls, but also policies, procedures, 
employee education, incident response planning, compliance, and more. It is important for 
organizations to stay informed about the latest threats and best practices, and to continuously 
assess and improve their security posture to protect their valuable information assets. 

Penetration testing also known as pen testing is the process of simulating an attack on a 
computer system, network, or web application to identify vulnerabilities and assess the 
effectiveness of security controls. Pen testers use various techniques to try and exploit 
vulnerabilities in the system and gain unauthorized access, simulating real-world attacks . The 
results of the penetration test are then used to identify and address any vulnerabilities that were 
discovered, and to improve the overall security of the system. 

Identity and Access Management (IAM) is another important aspect of information security. 
IAM involves managing the identities of users and devices and controlling their access to 
resources and systems. This can include measures such as authentication, authorization, and 
access controls, to ensure that only authorized individuals can access sensitive information. 
IAM is important for maintaining the confidentiality, integrity, and availability of information, 
and for meeting compliance requirements. 

Another important aspect of information security is security monitoring and incident response. 
Security monitoring involves continuously monitoring systems, networks, and applications for 
signs of security incidents, such as attempted intrusions, or unauthorized access to data. The 
incident response involves identifying, analyzing, and responding to security incidents in a 
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timely and effective manner. This can include steps such as incident triage, damage assessment, 
incident containment, and recovery. 

Information security is a complex and constantly changing field. Organizations must stay 
informed about new threats, technologies, and best practices and continuously assess and 
improve their security posture to protect their information assets. Companies need to have a 
dedicated team or a third-party vendor to handle information security, to ensure that the 
organization is always prepared to defend against cyber-attacks. 

Secure Design Principles:  

Secure design principles in information security refer to a set of guidelines and best practices 
for designing and developing secure systems, networks, and applications. These principles aim 
to ensure that security is built into the system from the start, rather than being added as an 
afterthought. By incorporating secure design principles into the development process, 
organizations can reduce the likelihood of security vulnerabilities and improve the overall 
security of their systems . 

Some common secure design principles include: 

Least privilege: This principle states that users and systems should be given the minimum 
level of access necessary to perform their tasks. This helps to reduce the attack surface and 
limit the potential impact of a successful attack. 

Defense in depth:  

This principle states that multiple layers of security controls should be implemented to protect 
a system. This approach helps to ensure that if one layer of security is bypassed, additional 
layers will still be in place to protect the system. 

Separation of duties:  

This principle states that different tasks and responsibilities should be separated among 
different individuals or groups. This helps to prevent a single point of failure and reduce the 
risk of insider threats. 

Fail-safe defaults:  

This principle states that systems should be designed to fail safely in the event of an error or 
attack. This helps to minimize the potential impact of an incident and ensure that the system 
can be recovered quickly . 

Simplicity:  

This principle states that systems should be designed to be as simple as possible, with minimal 
complexity. This helps to reduce the likelihood of security vulnerabilities and makes the system 
easier to secure and maintain. 

Security by design:  

This principle states that security should be considered throughout the entire development 
lifecycle, from requirements gathering to deployment and maintenance. This helps to ensure 
that security is built into the system from the start and reduces the likelihood of security 
vulnerabilities. 
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Input validation:  

This principle states that all inputs to a system should be validated and sanitized to ensure that 
they are safe and appropriate for the intended use. This helps to prevent attacks such as SQL 
injection and cross-site scripting. 

Least common mechanism:  

This principle states that systems should use the least common mechanism necessary to provide 
the required functionality. This helps to reduce the attack surface and minimize the potential 
for security vulnerabilities. 

Least astonishment: This principle states that systems should be designed so that their 
behavior is predictable and consistent. This helps to reduce the likelihood of security 
vulnerabilities and makes the system easier to use and understand. 

The economy of mechanism:  

This principle states that systems should be designed to use the simplest and most efficient 
mechanisms necessary to provide the required functionality. This helps to reduce the 
complexity of the system and minimize the potential for security vulnerabilities. 

Complete mediation:  

This principle states that all access to a system should be mediated by an access control 
mechanism. This helps to ensure that only authorized users and systems can access the system 
and its resources. 

Open design:  

This principle states that systems should be designed to be open and transparent, with clear and 
well-documented interfaces. This helps to ensure that the system can be audited and tested for 
security vulnerabilities. 

Security testing:  

This principle states that systems should be thoroughly tested for security vulnerabilities before 
they are deployed. This can include penetration testing, vulnerability scanning, and security 
audits. Security testing helps organizations identify vulnerabilities and weaknesses in their 
systems, and to develop and implement appropriate controls and countermeasures to mitigate 
or prevent them. 

Redundancy:  

This principle states that systems should be designed with redundant components, such as 
backup servers or power supplies, to ensure that they can continue to operate in the event of 
failure. This helps to improve the availability and resilience of the system. 

Secure communication:  

This principle states that systems should be designed to use secure communication protocols, 
such as HTTPS or SSL/TLS, to protect sensitive data as it is transmitted over networks. 

Security logging:  

This principle states that systems should be designed to log security-related events, such as 
login attempts, access to sensitive data, or security alerts. This helps organizations to detect 
and investigate security incidents and to improve their overall security posture. 
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Auditing and monitoring:  

This principle states that systems should be designed to be auditable and monitorable so that 
organizations can track and analyze system activity and detect security incidents. 

Secure configuration:  

This principle states that systems should be configured securely, following industry best 
practices and guidelines such as OWASP Top 10 or NIST SP 800-53. This includes configuring 
system settings, software, and network devices to ensure they are secure and follow the 
principle of least privilege . 

These are some of the most common principles, but depending on the organization, industry, 
or the nature of the system, other principles may be added or emphasized. By incorporating 
these principles into the development process, organizations can improve the overall security 
of their systems and reduce the likelihood of security vulnerabilities. Organizations can reduce 
the likelihood of security vulnerabilities, improve the overall security of their systems, and 
better protect their sensitive information. It's important to remember that secure design 
principles are not a one-time solution but an ongoing process that should be continuously 
reviewed and updated to stay ahead of emerging security threats and vulnerabilities . 

It's important to note that Secure Design Principles are not a one-time solution, but it's an 
ongoing process. Organizations should continuously review and update their systems and 
applications to ensure that they are following these principles and to stay ahead of emerging 
security threats and vulnerabilities. 

Structured Data:  

Structured data refers to information that is organized in a specific format, such as a table or 
spreadsheet that allows for easy manipulation and analysis. It is commonly used in databases, 
spreadsheets, and other forms of data storage and retrieval systems. Structured data can be 
contrasted with unstructured data, which is not organized in a specific format and may be more 
difficult to analyze. Examples of structured data include customer information in a CRM 
system, financial data in a spreadsheet, or product information in an e-commerce database. 

Structured data can be further classified into different types, such as: 

Relational data is organized into tables with rows and columns, where each column represents 
a specific attribute and each row represents a record. 

Hierarchical data is organized into a tree-like structure, with a parent-child relationship 
between the different elements. 

Network data is organized into a graph structure, with nodes representing the entities and edges 
representing the relationships between them. 

Structured data is often used in business intelligence, data mining, and machine learning 
applications. It enables businesses to make data-driven decisions, and for organizations to 
analyze large amounts of data and extract valuable insights. With the advent of big data, the 
importance of structured data has grown as it allows for more efficient storage, retrieval, and 
processing of large data sets . Also, with the emergence of the semantic web, structured data is 
becoming increasingly important as it allows machines to understand the meaning and context 
of the data, making it more valuable for web applications. 

Structured data can also be represented using specific markup languages, such as JSON and 
XML. These markup languages allow for the data to be easily exchanged between different 
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systems, and also make it easier for machines to parse and understand the data. Search engines, 
such as Google and Bing, also use structured data to better understand the content of a webpage 
and provide more relevant search results. By using structured data, webmasters can provide 
additional information about their pages, such as the type of content, the author, and the date it 
was published . This can improve the visibility of their pages in search engine results and drive 
more traffic to their website. 

In addition, structured data can be used to create rich snippets, which are small pieces of 
information that are displayed in search engine results, such as ratings, reviews, and prices. 
These rich snippets can help to attract more clicks to a website and improve the overall user 
experience. Structured data is a powerful tool that can be used to extract valuable insights from 
large data sets, improve the performance of web pages in search engines, and create more 
engaging user experiences. 

Unstructured Data: 

Unstructured data refers to information that is not organized in a specific format or structure, 
making it more difficult to analyze and manage. Examples of unstructured data include text 
documents, images, videos, audio recordings, and social media posts. Unlike structured data, 
which is organized in a specific format, such as a table or spreadsheet, unstructured data does 
not have a predefined format or structure. 

Unstructured data can be found in a variety of sources, such as emails, customer feedback, 
social media, and sensor data. It is often unstructured data that is the most valuable to an 
organization, as it can provide insights into customer behavior, market trends, and other areas 
of interest. However, unstructured data is also more challenging to manage and analyze than 
structured data. As it does not have a consistent format, it can be difficult to extract meaningful 
insights from it. Additionally, unstructured data may be stored in various formats, such as text, 
images, audio, or video, which can make it difficult to access and analyze using traditional data 
management techniques. 

To analyze unstructured data, organizations often use natural language processing (NLP) and 
text analytics techniques. These methods can be used to extract insights from text, images, and 
other unstructured data sources . For example, sentiment analysis can be used to determine the 
overall sentiment of a piece of text, such as a customer review or social media post. Machine 
learning and AI techniques also play an important role in handling unstructured data, they can 
be used to classify, cluster, and extract features from unstructured data, and also to automate 
the process of data analysis. Unstructured data is a valuable source of information, but it is also 
more challenging to manage and analyze than structured data. To extract insights from 
unstructured data, organizations often use natural language processing and text analytics 
techniques, as well as machine learning and AI. 

Another important aspect of unstructured data is its volume and velocity. With the increasing 
amount of data generated by various sources such as social media, the internet of things (IoT), 
and mobile devices, unstructured data is growing at a rapid pace . This makes it difficult for 
organizations to keep up with the volume and speed of data and can make it challenging to 
extract valuable insights promptly. To handle the volume and velocity of unstructured data, 
organizations often use big data technologies such as Hadoop, Spark, and NoSQL databases. 
These technologies allow organizations to store, process, and analyze large amounts of 
unstructured data in a distributed and scalable manner. 

Additionally, organizations also use data visualization tools, such as Tableau and Power BI, to 
help make sense of unstructured data. These tools allow organizations to create interactive 
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visualizations and dashboards, making it easier to understand and communicate insights from 
unstructured data. Diversity, can come from a wide variety of sources, such as emails, customer 
feedback, social media, sensor data, and customer interactions. This diversity of data sources 
can make it difficult for organizations to connect the dots and gain a holistic view of their 
operations. 

To overcome this challenge, organizations often use data integration and data governance 
techniques, such as data warehousing and master data management, to connect and align data 
from different sources. This allows organizations to gain a more complete and accurate view 
of their operations, and make better data-driven decisions. Unstructured data is a valuable but 
challenging source of information, as it is unorganized, diverse, and voluminous. To extract 
insights from unstructured data, organizations often use natural language processing and text 
analytics techniques, as well as big data technologies and data visualization tools. Additionally, 
data integration and governance techniques are used to connect and align data from different 
sources, allowing organizations to gain a more complete and accurate view of their operations. 

Information Right Management:  

Information Rights Management (IRM) is a technology and set of policies used to control 
access to and usage of digital information. IRM systems are designed to protect sensitive or 
confidential information, such as financial data, legal documents, or personal information, from 
unauthorized access, use, or distribution . 

IRM systems typically use encryption and digital rights management (DRM) techniques to 
protect the information. Encryption is used to scramble the information so that it cannot be read 
by unauthorized individuals, while DRM is used to control how the information can be used 
and shared. 

IRM systems can be applied at different levels, such as document level, application level, and 
platform level. Document-level IRM applies protection to individual files, application-level 
IRM applies protection to specific applications, and platform-level IRM applies protection to 
an entire system. 

IRM policies can be used to control access to information based on specific conditions, such 
as the identity of the user, the location of the user, or the time of day. For example, an IRM 
policy may allow a document to be accessed only by specific individuals, or only from specific 
locations or devices. 

IRM systems can also be used to control the usage of information, such as allowing users to 
view a document but not edit or print it or allowing users to share a document only with specific 
individuals. 

IRM systems are commonly used in businesses and organizations to protect sensitive and 
confidential information, such as financial data, legal documents, and personal information. 
They can also be used in healthcare, government, and other industries to protect sensitive 
information and comply with regulations such as HIPAA, FERPA, and GDPR. 

Information Rights Management (IRM) is a technology and set of policies used to control 
access to and usage of digital information. IRM systems use encryption and digital rights 
management (DRM) techniques to protect sensitive and confidential information from 
unauthorized access, use, or distribution, and can be applied at different levels, such as 
document, application, and platform levels . IRM policies can be used to control access to 
information based on specific conditions, such as the identity of the user, location, or time, and 
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are commonly used in businesses and organizations to protect sensitive and confidential 
information and to comply with regulations. 

IRM systems are typically integrated with other security measures such as firewalls, intrusion 
detection, and prevention systems, and antivirus software, to provide a comprehensive security 
solution. Additionally, IRM systems can also be integrated with other IT systems, such as 
enterprise content management systems (ECM), to provide a seamless and secure way to 
manage and share information. 

IRM systems can also provide auditing and reporting capabilities so that organizations can 
track and monitor the access and usage of information. This can be useful for compliance and 
regulatory purposes, as well as for identifying and investigating security breaches. 

Another important aspect of IRM is the ability to enforce data retention and destruction 
policies. These policies can help organizations comply with regulations, such as the General 
Data Protection Regulation (GDPR) and the Health Insurance Portability and Accountability 
Act (HIPAA), by ensuring that sensitive information is kept for only as long as necessary and 
then securely deleted. In addition, IRM systems can also provide features such as remote wipe, 
which allows an organization to remotely delete sensitive information from a lost or stolen 
device. This can help to prevent sensitive information from falling into the wrong hands. 

It is important to note that IRM is not a one-size-fits-all solution, it is important to determine 
the type and level of protection that is required for each type of information and then to choose 
the appropriate IRM solution . Additionally, it is important to keep in mind that IRM systems 
are not foolproof and that they should be used as a part of a comprehensive security strategy. 
IRM systems also allow organizations to collaborate and share information securely. This can 
be especially important for businesses that have employees or partners working remotely or 
from different locations. With IRM, organizations can share sensitive information with external 
parties while maintaining control over who can access and use that information. 

Moreover, IRM systems can be used to provide secure access to cloud-based services, such as 
Office 365, Google Drive, and other cloud-based applications and services. This allows 
organizations to securely store and share information in the cloud while maintaining control 
over who can access and use that information. Another benefit of IRM systems is the ability to 
track and control the distribution of sensitive information. For example, an organization can 
use an IRM system to track who has accessed a sensitive document and when, and to revoke 
access if necessary. This can be especially important in the event of a security breach or if an 
employee leaves the organization. 

It's also worth mentioning that IRM systems work in conjunction with other security 
mechanisms like access control and identity management. With the integration of an IRM 
solution with an identity management system, organizations can control access to information 
based on the user's identity and role . This can help organizations to ensure that only authorized 
individuals have access to sensitive information and also make sure that sensitive information 
is not shared with unauthorized parties. 

Information Rights Management (IRM) is a powerful tool that allows organizations to control 
access to and usage of digital information. IRM systems use encryption and digital rights 
management (DRM) techniques to protect sensitive and confidential information from 
unauthorized access, use, or distribution, and can provide auditing and reporting capabilities, 
data retention and destruction policies, remote wipe features, and secure access to cloud-based 
services. IRM systems allow organizations to collaborate and share information securely, and 
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work in conjunction with other security mechanisms like access control and identity 
management to provide a comprehensive security solution. 

Encryption:  

Encryption is the process of converting plaintext readable information into cipher text 
scrambled or encoded information to protect it from unauthorized access. Encryption uses 
mathematical algorithms, called ciphers, to scramble the data in such a way that it can only be 
read by someone who has the appropriate decryption key. 

There are two main types of encryptions: symmetric and asymmetric. 

Symmetric encryption uses the same key for both encryption and decryption. This means that 
the same key is used to encrypt the data and decrypt it. Examples of symmetric encryption 
algorithms include AES and DES. 

Asymmetric encryption, also known as public-key encryption, uses a pair of keys for 
encryption and decryption. One key, called the public key, is used to encrypt the data, while 
the other key, called the private key, is used to decrypt it. Examples of asymmetric encryption 
algorithms include RSA and ECC. 

Encryption can be applied at different levels, such as data-at-rest encryption, data-in-transit 
encryption, and data-in-use encryption. Data-at-rest encryption is used to encrypt data that is 
stored on a disk or other storage media, such as a hard drive, USB drive, or cloud storage . This 
protects the data from being accessed by unauthorized parties if the storage medium is lost or 
stolen. 

Data-in-transit encryption is used to encrypt data that is transmitted over a network, such as an 
internet. This protects the data from being intercepted and read by unauthorized parties while 
it is in transit. Data-in-use encryption is used to encrypt data that is being processed by an 
application, such as a database or a web server. This helps to protect the data from being 
accessed or tampered with by unauthorized parties. 

Encryption is a powerful tool for protecting sensitive and confidential information, and it is 
widely used in various applications such as communication, storage, and online transactions. 
With the increasing amount of data generated and stored digitally, encryption has become an 
essential tool for maintaining the security and privacy of information . Another important 
aspect of encryption is the use of secure key management. This involves the secure generation, 
storage, and distribution of encryption keys. Proper key management is essential for ensuring 
the security of encrypted data, as without the appropriate keys, the data cannot be decrypted. 

Key management can be done either manually or through the use of specialized key 
management systems. Manually managing keys can be time-consuming and error-prone, and 
it is typically not recommended for organizations handling large amounts of data. Instead, 
specialized key management systems, such as a key management server (KMS) or a Hardware 
Security Module (HSM), are often used to securely generate, store, and distribute encryption 
keys. 

Another important aspect of encryption is the use of secure protocols. These protocols, such as 
Transport Layer Security (TLS) and Secure Sockets Layer (SSL), are used to securely transmit 
data over a network. They use a combination of encryption and authentication to ensure the 
confidentiality and integrity of the data being transmitted. 

Encryption can also be used in conjunction with other security measures such as firewalls, 
intrusion detection, and prevention systems, and antivirus software, to provide a 
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comprehensive security solution . Additionally, encryption can also be used to comply with 
various regulations and standards, such as the General Data Protection Regulation (GDPR), 
HIPAA, and PCI-DSS, which require organizations to protect sensitive information. 

It's important to note that encryption is not a standalone security solution, it must be combined 
with other security measures and best practices to provide a comprehensive security solution. 
Additionally, encryption alone is not enough to protect against all types of attacks, such as 
malware or social engineering. It's also important to note that encryption is a complex topic, 
and there are many different encryption algorithms, protocols, and standards. Choosing the 
right encryption solution depends on the specific needs of the organization and the type of data 
that needs to be protected. For example, AES is a widely used symmetric encryption algorithm, 
and it is considered to be very secure. It is often used to encrypt data at rest, and it is also used 
by the US government to protect classified information. On the other hand, RSA is a widely 
used asymmetric encryption algorithm, and it is often used to encrypt data in transit. It is also 
used in digital signatures and secure communications. Another important aspect of encryption 
to consider is the use of encryption standards and best practices. For example, the National 
Institute of Standards and Technology (NIST) publishes guidelines on encryption and key 
management, which can be used as a starting point for organizations looking to implement 
encryption. 

It's also worth mentioning that encryption is not only used to protect data, it is also used to 
protect communications, for example, virtual private networks (VPNs) use encryption to 
protect the data transmitted over the internet, also end-to-end encryption is used in messaging 
applications to protect the conversations from eavesdropping. One of the most important things 
to consider when implementing encryption is the proper management of encryption keys . This 
includes the generation, storage, distribution, and revocation of keys. The use of a key 
management system can help to automate these processes and ensure that keys are properly 
managed and protected. 

Another important consideration is the use of encryption in cloud-based environments. With 
the increasing use of cloud-based services, it is important to ensure that data is properly 
protected while in transit to and from the cloud, and while at rest in the cloud. This can be 
achieved through the use of encryption and secure protocols, such as HTTPS and SSL/TLS. 
Another important aspect of encryption is the use of hardware security modules (HSMs) to 
protect encryption keys. HSMs are specialized hardware devices that are designed to protect 
encryption keys and perform encryption and decryption operations. They can provide an 
additional layer of security for encryption keys, helping to ensure that keys are not 
compromised even if the host system is breached. It is also important to note that encryption is 
not a one-time solution, it is an ongoing process that requires constant monitoring and 
maintenance. This includes updating encryption algorithms, protocols, and standards as they 
evolve, as well as regularly reviewing and updating encryption policies and procedures. 
Encryption is a powerful tool for protecting sensitive and confidential information, and it is an 
essential component of a comprehensive security solution. Organizations must consider the 
specific needs of the organization, the type of data that needs to be protected, and the use of 
encryption standards and best practices. The proper management of encryption keys, the use 
of encryption in cloud-based environments, and the use of hardware security modules (HSMs) 
are also important considerations. Additionally, encryption is an ongoing process that requires 
constant monitoring and maintenance. 

---------------------------- 
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CHAPTER 2 

DATABASES AND DATABASE USERS 

Jayashree M Kudari, Assistant Professor, 
Department of Computer Science and Information Technology, Jain (Deemed to be 
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In today's world, databases and database systems are a necessary part of life. The majority of 
us engage in a number of database-related tasks each day. For instance, there is a good chance 
that someone or some computer programme will access a database when we go to the bank to 
deposit or withdraw money, when we book a hotel or flight, when we use a computerized 
library catalogue to look up a piece of literature, or when we make an online purchase of a 
book, toy, or computer. Even making purchases at a store frequently causes the database that 
stores the inventory of grocery goods to be immediately updated. These interactions are 
illustrations of what we can refer to as classic database applications, where the majority of the 
data saved and accessible is either textual or numerical. Recent technological developments 
have given rise to intriguing new uses for database systems. Huge databases that contain non-
traditional data, such posts, tweets, photographs, and video clips, have to be created due to the 
expansion of social media Web sites, including Facebook, Twitter, Flickr, and many others. To 
manage data for social media applications, new categories of database systems—often referred 
to as big data storage systems or NOSQL systems—have been developed. Companies like 
Google, Amazon, and Yahoo also utilise these kinds of systems to handle the data needed for 
their Web search engines and to provide cloud storage, which gives customers access to online 
storage for managing various forms of data, including documents, programmes, photos, videos, 
and emails. We shall provide a summary of various modern varieties of database systems. We 
now discuss some additional database applications. Images, audio samples, and video streams 
may now be stored digitally thanks to the widespread use of photo and video technologies on 
cellphones and other devices. Multimedia databases are increasingly relying on these kinds of 
files. Maps, weather information, and satellite photos can all be stored and analysed using 
geographic information systems. Many businesses employ data warehouses and online 
analytical processing tools to collect and analyse important business data from extremely big 
databases to aid in decision-making. Processes utilised in manufacturing and industry are 
controlled by real-time and active database technology. Moreover, database search methods 
are being extended to the World Wide Web to enhance users' ability to find the information 
they need while exploring the Internet. Yet, we need to start with the fundamentals of 
conventional database applications in order to comprehend the fundamentals of database 
technology. 

Databases and database technologies have significantly contributed to the rise in computer use. 
It is reasonable to claim that databases are essential to nearly every field that uses computers, 
including business, electronic commerce, social media, engineering, medical, genetics, law, 
education, and library science. Since the term "database" is so frequently used, we must first 
explain what it is. Our original definition is rather broad. An assortment of connected data is 
called a database. 1 Data are known facts that can be documented and have a hidden 
significance. Think about the names, contact information, and addresses of the people you are 
familiar with. These days, most of this data is kept in mobile devices, which have their own 
basic database software. On a hard drive or in an index address book, this information can also 
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be kept using a computer and programmes like Microsoft Access or Excel. A database is a set 
of connected data that has an underlying meaning. The definition of a database given above is 
rather broad, so we shall use the word data in both the singular and plural forms, as is customary 
in database literature, depending on the context. For instance, we may consider the group of 
words that make up this page of text to be linked data. The words data and datum are used 
interchangeably in Standard English. Create a database in. The term "database" is typically 
used in a more limited sense. The following implicit characteristics apply to databases: The 
miniworld, also known as the universe of discourse, or some component of the real world, is 
represented by a database. The database updates to reflect changes to the miniworld. A database 
is a collection of logically consistent data with a predetermined meaning. A collection of 
unrelated data cannot be referred to as a database. 

A database is created, constructed, and filled with information with a specific goal in mind. 
There is a target audience for it as well as some applications that these users are likely to be 
interested in. To put it another way, a database contains a source from which data is obtained, 
some interaction with actual occurrences, and a user base that is keenly interested in its 
contents. A database's information may change as a result of events or business activities 
carried out by the database's end users. A database must accurately reflect the miniworld it 
depicts in order for it to always be accurate and dependable, therefore any changes must be 
recorded as soon as feasible. 

A database can be of any complexity and size. For instance, the earlier mentioned list of names 
and addresses might only include a few hundred records, each with a straightforward format. 
On the other hand, a major library's electronic catalogue might include half a million entries 
arranged alphabetically by subject, principal author's last name, and book title among other 
categories. A social media firm like Facebook, which has more than a billion users, would 
manage a database of much larger size and complexity. The database must keep track of a large 
array of forms of data necessary for the proper running of their website, including information 
on which users are friends with one another, the postings of each user, which people are 
permitted to view each posting, and much more. To manage the continuously changing 
information needed by the social media website, such Web sites require a sizable number of 
databases. 

Amazon.com is an illustration of a sizable business database. It includes information on 
millions of books, CDs, movies, DVDs, games, electronics, clothes, and other things, as well 
as information on over 60 million active users. The database is housed on hundreds of 
computers and takes up over 42 gigabytes of space. Every day, millions of user’s accesses 
Amazon.com and make purchases using the database. As new books and other products are 
added to the inventory, the database is continuously updated, and stock levels are updated as 
transactions are made. A database can be created and updated manually or using computer 
technology. A database that can be manually constructed and maintained is a library card 
catalogue. A database management system or a suite of application programmes made 
especially for the purpose of creating and maintaining computerised databases can do either. 
Of course, in this book, we are primarily interested in computerised databases. 

A database management system is an electronic tool that lets people build and manage 
databases. The DBMS is a general-purpose software system that makes it easier for different 
users and applications to define, build, manipulate, and share databases. The steps involved in 
defining a database include identifying the data types, structures, and constraints of the 
information that will be stored within. The database catalogue or dictionary, often known as 
meta-data, is where the DBMS stores the database definition or descriptive information. The 
process of putting the data on a storage medium under the management of the DBMS is known 
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as building the database. A database can be altered by doing operations like querying it to 
retrieve specific data, updating it to reflect changes in the miniworld, and creating reports from 
the data. Sharing a database enables several users and applications to use it concurrently. 

By submitting queries or data requests to the DBMS, an application programme can access the 
database. A transaction may result in some data being read from the database and some being 
written into it; a query normally causes some data to be retrieved. The DBMS also performs 
other crucial tasks such as long-term database maintenance and database protection. Protection 
covers security protection against unauthorised or malicious access as well as system protection 
against hardware or software malfunction. The lifespan of a typical large database can be many 
years; hence the DBMS must be able to manage the database system by allowing it to develop 
as needs do. It is not absolutely necessary to implement a computerized database using general-
purpose DBMS software. To create and maintain the database, a special-purpose DBMS 
software for a particular application, such as airline reservations, can be created by writing a 
tailored set of programmes. Whether we utilise a general-purpose DBMS or not, a significant 
amount of complicated software is deployed in both scenarios. Actually, the majority of 
DBMSs are extremely complicated software programmes. 

A Case Study: Let's look at a straightforward illustration that most readers are likely familiar 
with: a database for universities that stores data about students, classes, and grades in a 
university setting. The design of the database and some examples of data records. Five files 
make up the database's organizational structure, including the word "query," which originally 
meant "question" or "inquiry," is sometimes used in a broad sense to refer to all kinds of 
database interactions, including changing the data. 

Users/Programmers: Database approach characteristics: The database approach differs from 
the much older method of creating custom programmes to retrieve data stored in files in a 
number of ways. The files required for a particular software application are defined and 
implemented by each user as part of the programming of the application in traditional file 
processing. The grade reporting office, for instance, may maintain information on students and 
their grades. The application includes programmes that can be used to print a student's 
transcript and enter fresh grades. The accounting office, a second user, may monitor the fees 
and payments made by students. Despite the fact that both users are interested in student data, 
each user maintains distinct files as well as programmes to alter these files—because each user 
needs certain data that cannot be found in the files of the other user. Due to the duplicate 
definition and storage of data, storage space is squandered and redundant maintenance efforts 
are made to keep common data current. 

In the database model, data is maintained in a single repository and periodically accessed by 
numerous users via queries, transactions, and application programmes. The following are the 
primary differences between the database strategy and the file-processing approach: A database 
system's capacity for self-description programme and data separation, as well as data 
abstraction. support for numerous data views. Multiuser transaction processing and data 
sharing. Self-Describing Nature of a Database System 

The fact that the database system also includes a detailed specification or description of the 
database structure and restrictions is a crucial aspect of the database approach. The DBMS 
cata- log, which provides details about the structure of each file, the type and storage format of 
each data item, and other restrictions on the data, contains this definition. Meta-data, which 
explains the structure of the primary database, is the information kept in the catalogue. It's vital 
to keep in mind that some more recent data-base systems, also referred to as NOSQL systems, 
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don't need meta-data. Instead, the information is kept as self-describing data, which combines 
the names of the data items and their values into a single structure. 

The DBMS software and database users who require knowledge of the database structure use 
the catalogue. Software for a general-purpose DBMS is not created for a particular database 
application. Hence, it needs consult the catalogue to understand the file structure in a particular 
database, including the kind and format of the data it will access. As long as the database 
definition is saved in the catalogue, the DBMS software must function flawlessly with any 
variety of database applications, such as a university database, a banking database, or a business 
database. 

Data definition is often a component of the application programmes itself in traditional file 
processing. As a result, these systems are limited to using a single, predefined database, whose 
format is specified in the application programmes. For instance, a C++ application programme 
may have declarations for structs or classes. While DBMS software can access a variety of 
databases by pulling the database definitions from the catalogue and using them, file-
processing software can only access a limited number of databases. The definitions of all the 
files in the example shown will be kept in the DBMS catalogue. The DBMS software consults 
the catalogue whenever a request is made to access, for example, the Name of a student record 
to ascertain the structure of the student file and the location and size of the Name data item 
within a student record. In contrast, any programme that uses this data item in a normal file-
processing application already has the file structure and, in the worst-case scenario, the precise 
placement of Name within a student record written in. 

protection of programmes from data, and Abstraction of Data: Any changes to a file's structure 
may need replacing all programmes that access that file since in traditional file processing, the 
structure of data files is contained in the application programmes. Contrarily, DBMS access 
programmes typically don't call for such adjustments. The DBMS cata- log stores the structure 
of data files apart from the access programmes. This characteristic is known as program-data 
independence. For instance, a file access programme may be created to only be able to view 
the student records of the structure depicted. Such a programme must be modified if we wish 
to add another piece of information, like the Birth date, to each student record. By contrast, in 
a DBMS system, we simply need to alter the description of student records in the catalogue to 
reflect the presence of the new data item Birthdate; no programmes are changed. The updated 
structure of student data will be examined and used the next time a DBMS software makes a 
reference to the catalogue. 

Users can specify data operations as part of database definitions in various database system 
types, such as object-oriented and object-relational systems. Two pieces are used to specify an 
operation. The operation name and the data types of an operation's arguments are both included 
in the interface. The implementation of the operation is independently described and is 
modifiable without changing the user interface. Regardless of how the operations are 
implemented, user application programmes can manipulate the data by calling these operations 
with the appropriate names and arguments. One could refer to this as program-operation 
independence. 

Data abstraction is the property that enables program-data independence and program-
operation independence. A DBMS gives users a conceptual representation of data that leaves 
out many of the specifics of how the operations are carried out or how the data is kept. This 
conceptual representation is provided by a sort of data abstraction known as a data model. In 
contrast to computer storage notions, the data model makes use of logical concepts like objects, 
their qualities, and their relationships, which may be simpler for most people to comprehend. 
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Because most database users are not interested in storage and implementation specifics, the 
data model hides them. 

With reference to the example, the internal implementation of the student file may be 
determined by the number of characters in each record, as well as the initial byte and length in 
bytes of each data item. Hence, the student record would be displayed. Yet, a typical database 
user is more interested that when a reference is made to Name of student, the right value is 
returned than with where each data item is located inside a record or its length. An abstract 
illustration of the student records. The DBMS can conceal from database users many other 
information regarding file storage arrangement, such as the access pathways indicated on an 
internal storage format for a student record based on the database catalogue. 

The catalogue is where the database method stores the specific organisation and structure of 
each file. Users of the database and application programmes refer to the conceptual 
representation of the files, and the database management system (DBMS) retrieves information 
about file storage from the catalogue when the DBMS file access modules require it. Users of 
databases can access this data abstraction using a variety of data models. The presentation of 
several data models and the ideas they employ to abstract the representation of data takes up a 
significant portion of this article. The abstraction process in object-oriented and object-
relational databases include both the data structure and the operations performed on the data. 
These procedures offer an abstraction of user-commonly recognised miniworld activities. For 
instance, the grade point average can be determined by applying the operation CALCULATE 
GPA to a STUDENT object. Without needing to be familiar with the specifics of how the 
operations are carried out, such operations can be called by user queries or application 
programmes. 

Support for Multiple Data Views:  

A database typically includes a wide variety of users, each of whom could need a unique 
viewpoint or interpretation of the information. A view may contain virtual data that is derived 
from the database files but not explicitly stored, or it may be a subset of the database. Some 
consumers might not need to be aware of the source of the data they are using. Facilities for 
defining numerous views must be offered by a multiuser DBMS whose users use a number of 
different applications. One user of the database in 1.2, for instance, could only be interested in 
viewing and printing each student's transcript; the view for this user is depicted in 1.5. The 
view may be required by a second user who is only interested in verifying that students have 
completed all prerequisites for each course for which they have registered. 

Data sharing and multiple user transaction processing: As implied by its name, a multiuser 
DBMS must permit concurrent usage of the database by several users. If data for many 
applications needs to be merged and kept in a single database, then this is crucial. Concurrency 
control software must be incorporated into the database management system (DBMS) to 
guarantee that many users updating the same data do so in a controlled manner and that the 
updated data is accurate as a result. For instance, the DBMS should make sure that only one 
reservation agent at a time can access each seat to provide a seat to a passenger when multiple 
reservation agents attempt to allocate a seat on an airline trip. Online transaction processing 
apps are the general name for these kinds of programs. Concurrent transaction management is 
a core responsibility of multiuser DBMS software. 

Many database applications now revolve around the idea of a transaction. A programme or 
process that is currently running that contains one or more database accesses, such as reading 
or modifying database records, is called a transaction. Each transaction must be completed in 
its full without interruption from other transactions in order to accomplish a logically sound 
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database access. A number of transaction attributes must be enforced by the DBMS. Even 
though hundreds of transactions may be running simultaneously, the isolation characteristic 
makes sure that each one appears to be running independently of the others. A transaction's 
atomicity feature makes sure that either all of the database actions are carried out or none of 
them are. In Part 9, we go into great detail on transactions. 

The aforementioned traits are crucial in separating a DBMS from conventional file-processing 
software. We go over other characteristics of a DBMS. But first, we classify the various 
categories of individuals who work in a database system setting. One person typically defines, 
builds, and manipulates a tiny personal database, such as the list of addresses, and there is no 
sharing. Yet, a huge database with hundreds or thousands of users is designed, used, and 
maintained by numerous people in large organizations. The actors on the scene individuals 
whose employment require them to regularly access a sizable database are identified, account 
individuals who could be referred to as "workers behind the scenes those who perform daily 
tasks to maintain the database system environment but are not particularly engaged in the 
contents of the database. 

administrators of databases: A chief administrator is required to oversee and manage resources 
in any organization when numerous people use the same resources. The database itself serves 
as the environment's primary resource, with the DBMS and associated software serving as the 
environment's secondary resource. The database administrator is responsible for managing 
these resources. The DBA is in charge of granting access to the database, organizing and 
overseeing its use, and procuring necessary hardware and software resources. Security lapses 
and slow system responses are issues that the DBA is responsible for. In large enterprises, a 
staff that performs these duties assists the DBA. 

Database architects: Identification of the data to be stored in the database and selection of 
suitable structures to represent and store this data are the responsibilities of database designers. 
Most of these processes are completed before the database is built and filled with data. All 
potential database users must be contacted in order for database designers to fully comprehend 
their needs and create a design that satisfies them. The designers are frequently employed by 
the DBA and may be given additional duties once the database design is finished. Each possible 
user group is often interacted with by database designers, who then create views of the database 
that satisfy their needs for processing and data. The perspectives of other user groups are then 
examined and combined with each individual view. The ultimate database design must be able 
to accommodate all user groups' needs. 

User Groups: The people whose jobs need them to have access to the database for querying, 
updating, and producing reports are known as end users; the database is primarily there for 
their use. End consumers fall into a variety of groups. 

Casual end users could need a different set of details each time they visit the database. They 
employ a highly developed database query interface often middle- or high-level managers or 
other seldom browsers, to specify their needs. 

A substantial fraction of database end users are naive or parametric end users. Their primary 
duty is to continuously update and query the database using pre-programmed, thoroughly tested 
canned transactions, which are common forms of searches and changes. For usage with mobile 
devices, many of these functions are now available as mobile applications. These users carry 
out a variety of jobs. Many instances are: 

Account balances are checked by bank customers and tellers, who also post withdrawals and 
deposits. Airlines, hotels, and car rental companies either have reservation agents or consumers 
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who check availability and book reservations. To update a central database of received and in-
transit parcels, workers at receiving stations for shipping businesses input package 
identifications via bar codes and descriptive information using buttons. 

On social media Web sites, individuals post and view content. Engineers, scientists, business 
analysts, and other knowledgeable end users can design their own applications to satisfy their 
complex requirements by extensively familiarizing themselves with the DBMS's features. 
Standalone users manage their own databases using pre-built software packages that offer 
simple menu- or graphics-based user interfaces. A user of financial software that has a range 
of personal financial data on hand is an example. 

A typical DBMS offers several options for accessing a database. Simple end users only need 
to grasp the user interfaces of the mobile apps or the basic transactions created and executed 
for their use; they don't need to learn much about the features offered by the DBMS. Only a 
few features that are often used by casual users are learned. The majority of DBMS features 
are attempted to be learned by sophisticated users in order to meet their demanding 
requirements. Standalone users frequently develop a high level of proficiency with a particular 
software programme. 

Application programmers and system analysts: System analysts identify the needs of users, 
particularly naive and parametric users, and create specifications for pre-packaged standard 
transactions that satisfy these needs. Application programmers implement these specifi- cations 
as programmes; then they test, debug, document, and maintain these canned transactions. To 
effectively carry out their duties, these analysts and programmers—often referred to as 
software developers or software engineers—should be knowledgeable about the whole range 
of capabilities offered by the DBMS. 

Workers in the Background: Others are involved in the design, development, and operation of 
the DBMS software and system environment in addition to those who create, utilise, and 
manage databases. These people often have no interest in the database's actual content. The 
following professions fall under the umbrella of the "workers behind the scenes": 

The DBMS modules and interfaces are created and implemented as a software package by 
DBMS system designers and implementers. The implementation of the catalogue, query 
language processing, interface processing, accessing and buffering data, managing 
concurrency, and handling data recovery and security are just a few of the numerous 
components, or modules, that make up a DBMS. The operating system and compilers for 
different programming languages are two examples of system software with which the DBMS 
must connect. 

The software packages that simplify database modelling and design, database system 
architecture, and enhanced performance are created and implemented by tool developers. The 
supplementary packages known as tools are frequently purchased separately. These include 
tools for creating test data, database design, performance monitoring, graphical or natural 
language user interfaces, prototyping, and simulation. Independent software companies 
frequently create and sell these tools. 

The hardware and software environment for the database system must be operated and 
maintained by operators and maintenance staff. Although these groups of invisible workers 
play a crucial role in making the database system accessible to users, they normally do not use 
the contents of the database for their own ends. 
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The Benefits of the DBMS Approach: the extra benefits of using a DBMS as well as the 
features that a top-notch DBMS ought to have. In addition to the four main traits mentioned, 
these skills exist. To achieve a range of goals relating to the design, administration, and use of 
a sizable multiuser database, the DBA must make use of these capabilities. 

Limiting Redundancy: Every user group retains its own files for handling its data-processing 
applications in traditional software development that relies on file processing. Take the 
example of the university database, where two groups of users can be the staff responsible for 
course registration and the accounting department. In the conventional method, every group 
maintains student files on its own. Although the registration office monitors student courses 
and grades, the accounting office maintains data on registration and related billing information. 
The same information may also be duplicated in full or in part by other groups in their own 
files. 

This redundant storing of the same data results in a number of issues. Initially, there is a 
requirement to execute a single logical update many times: once for each file where student 
data is stored, such as inputting information on a new student. This results in effort being put 
in twice. Second, storing the same information repeatedly wastes storage capacity, which can 
be a severe issue for large databases. Finally, files that hold the same data may start to differ. 
This might occur as a result of certain files receiving an update while others do not. The data 
pertaining to the student may still be inconsistent even after an update—such as adding a new 
student—is applied to all the relevant files because updates are made independently by each 
user group. For example, one user group may enter a student's birth date erroneously as 'JAN-
19-1988', but the other user groups may input the right value of 'JAN-29-1988'. The views of 
various user groups are integrated during database design in the database method. Each logical 
data item, such as a student's name or birth date, should ideally be stored in the database in just 
one location. Data normalization is the process of doing this to ensure consistency and reduce 
storage requirements.  

To improve the performance of queries, controlled redundancy is occasionally required in 
practise. Because we wish to obtain the student’s name and course number together with the 
grade, student number, and section identifier anytime we retrieve a grade report record, we 
might, for instance, keep Student name and Course number redundantly in a grade report file. 
We may get this data without having to look through numerous files by grouping all the data 
together. 

Putting a Stop to Illegal Access: When several users share a huge database, it is likely that the 
majority of users won't have access to everything in the database. For instance, financial 
information like salary and bonuses is frequently regarded as confidential and only authorised 
individuals are permitted access to such data. Furthermore, while some users may just be 
authorised to retrieve data, others may be allowed to retrieve and change. Thus, it is also 
necessary to control whether an access activity is a retrieval or an update. Account numbers 
and passwords are typically provided to users or user groups so they can access the database. 
The DBA can establish accounts and specify account limits using the security and authorization 
subsystem of a DBMS.  

Then, these limitations ought to be automatically enforced by the DBMS. You'll see that the 
DBMS software is subject to comparable controls. For instance, only DBA employees might 
be permitted to use specific sensitive software, such the programme used to create new 
accounts. Similar to this, parametric users may only be permitted access to the database through 
pre-defined apps or prefabricated transactions created specifically for them. Data-base security 
and authorisation are covered. 
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Supplying Program Objects with Persistent Storage:  

Databases can be used to offer computer objects and data structures persistent storage. One of 
the primary justifications for object-oriented database systems is this. Complex data structures 
are frequently seen in programming languages, such as structs or class descriptions in C++ or 
Java. Unless the programmer explicitly stores the values of programme variables or objects in 
permanent files, which frequently requires translating these complicated structures into a 
format appropriate for file storage, they are lost whenever a programme finishes. The 
programmer must translate from the file format to the programme variable or object structure 
when it is necessary to read this data again. Programming languages like C++ and Java are 
compatible with object-oriented database systems, and the DBMS software automatically 
makes any necessary transformations. As a result, an object-oriented DBMS may permanently 
store a complicated C++ object. Since it survives the end of programme execution and can later 
be immediately retrieved by another programme, such an object is referred to as persistent. 
Database systems play a key role in the persistent storing of programme objects and data 
structures. Because the data structures offered by the DBMS were incompatible with the data 
structures of the programming language, traditional database systems frequently experienced 
the so-called impedance mismatch problem. Data structure compatibility with one or more 
object-oriented programming languages is usually offered by object-oriented database systems. 

Storage Frameworks and Search Methods for Effective Query Processing:  

Database systems must have the ability to execute queries and modifications quickly. The 
DBMS must offer particular data structures and search methods to speed up disc search for the 
needed entries because the database is normally stored on disc. Indexes, auxiliary files, are 
frequently utilised for this. In most cases, indexes are built using appropriately adjusted tree 
data structures or hash data structures for disc search. The database records required by a certain 
query must be copied from disc to main memory in order to be processed. In order to maintain 
portions of the database in main memory buffers, the DBMS frequently incorporates a 
buffering or caching module. In general, disk-to-memory buffering is the responsibility of the 
operating system. But because data buffering is essential to DBMS performance, most DBMSs 
handle data buffering on their own. Based on the current storage structures, the DBMS's query 
processing and optimization module selects an effective query execution plan for each query. 
One of the duties of the DBA team is the physical database design and tuning, which includes 
choosing which indexes to establish and maintain. Section 8 of the article contains a discussion 
of query processing and optimization. 

Backup and recovery services:  

The ability to recover from hardware or software faults is a requirement of a DBMS. Recovery 
is handled by the DBMS's backup and recovery subsystem. The recovery subsystem, for 
instance, is in charge of making sure that the database is restored to the state it was in before 
the transaction began running if the computer system crashes in the middle of a complex update 
transaction. Moreover, disc backup is required in the event of a catastrophic disc failure. We 
talk about backup and recovery. 

Having various user interfaces:  

A DBMS should offer a variety of user interfaces because a data base is used by numerous user 
types with varied levels of technical understanding. They include mobile applications (apps), 
query languages (for casual users), programming language interfaces (for application 
programmers), forms (for parametric users), command codes (for parametric users), menu-
driven interfaces (MUIs), and NLIs (for standalone users), among others. Graphical user 
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interfaces are often referred to as forms-style interfaces or menu-driven interfaces. For defining 
GUIs, a variety of specialised languages and environments are available. It's also pretty usual 
to have the ability to enable a database for the web or to provide Web GUI interfaces to a 
database. 

Data Representation of Complicated Relationships:  

A database may contain a wide range of different types of data that are connected in various 
ways. Think about this instance. Four records in the GRADE REPORT file are connected to 
the record for "Brown" in the STUDENT file. The records for each section are connected to 
one course record, one for each student who passed that part, and a number of GRADE 
REPORT records. A DBMS needs to be able to express many complicated relationships 
between the data, build new associations as they appear, and quickly and simply retrieve and 
change associated data. 

Implementing Integrity Restraints:  

Most database applications include requirements for the data's integrity that must hold. It 
should be possible to define and enforce these constraints using a DBMS. Setting a data type 
for every data item is the most basic integrity restriction. For instance, we stated that the value 
of the Name data item within each STUDENT record must be a string of no more than 30 
alphabetic characters, and that the value of the Class data item within each STUDENT record 
must be a one-digit integer. An additional restriction that is not shown in the present catalogue 
would be to limit the value of Class to the range of 1 to 5. The requirement that a record in one 
file must be connected to records in other files is a more complicated form of restriction that 
regularly happens. For instance, that each section record needs to be connected to a course 
record. Referential integrity constraints are what this is. Another sort of constraint mandates 
the uniqueness of data item values, such as the requirement that the Course number field in 
each course record have a different value. A key constraint or uniqueness constraint is what 
this is. The meaning or semantics of the data and the miniworld it depicts are the sources of 
these limitations. During database design, integrity restrictions must be identified by the 
database designers. The DBMS can be instructed to automatically impose certain restrictions. 
Additional restrictions might need to be verified by update programmes or when data is entered. 
Business rules are the term typically used to describe such constraints in typical large systems. 

A data item can be entered incorrectly and still meet the integrity requirements. Because "C" 
is a legitimate value for the Grade data type, the DBMS cannot automatically identify this error, 
for instance, if a student obtains an "A" but a "C" is put in the database. Such entry-level 
mistakes can only be found manually and afterwards fixed by updating the database. The 
DBMS would, however, immediately reject a grade of "Z" because "Z" is an invalid value for 
the Grade data type. We will provide implicit rules for each data model as we discuss it in more 
detail in the sections that follow. For instance, a relationship must involve at least two entities 
in the Entity-Relationship model. The term "inherent rules of the data model" refers to rules 
that are particular to a given data model. 

Allowing actions and inferences Using Triggers and Rules:  

Several database systems offer the ability to define deduction rules for drawing new 
conclusions from the facts stored in the database. Deductive database systems are what these 
systems are known as. For instance, the mini-world application can have complicated rules for 
figuring out whether a student is on probation. They can be stated explicitly as rules, which the 
DBMS can generate and maintain to identify all students on probation. To support such 
applications in a conventional DBMS, specific procedural program code would need to be 
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written. Therefore, it is typically more practical to alter the specified deduction rules rather 
than recode procedural programs if the miniworld rules change. Triggers and tables can be 
connected in relational database systems nowadays. A trigger is a type of rule that is activated 
by updates to a table and causes other operations to be performed on other tables, the sending 
of messages, and other actions. The term "stored procedures" refers to more complex rules-
enforcing procedures that become a part of the database definition and are suitably invoked 
when certain conditions are satisfied. Active database systems, which have active rules that can 
automatically execute activities when specific events and conditions occur, give more 
sophisticated capabilities. 

Further Consequences of Utilizing the Database Approach:  

This section goes over a few more database-related implications that can help most enterprises. 
Possibility of enforcing rules. The database method enables the DBA in a large business to 
establish and enforce standards among database users. This makes it easier for different 
departments, initiatives, and users inside the business to communicate and work together. 
Standards can be established for vocabulary, display formats, report structures, report titles and 
formats, and so on. A centralised database system makes it easier for the DBA to enforce 
standards than a situation where each user group is in charge of its own data files and software 
less time is spent developing the application. The ability to quickly construct new applications, 
such as those that get specific data from a database for the purpose of publishing a new report, 
is a key selling point of the data- base method. It could take longer to design and build a sizable 
multiuser database from scratch than it does to create a single specialised file application. 
However, once a database is operational, developing new applications leveraging DBMS 
features typically takes a lot less time. The projected development time for a database 
management system (DBMS) is one-sixth to one-fourth of that for a file system. 

Flexibility. A database's structure could need to be altered when requirements shift. A new user 
group, for instance, can appear and require data that the database doesn't already contain. A 
file may need to be added to the database or the data elements in an existing file may need to 
be expanded as a result. Current DBMSs permit some evolutionary changes to the database 
structure without affecting the data that has been saved or the running applications. 

Accessibility of Current Information. The database is made accessible to all users by a DBMS. 
All other users are immediately able to see an update after it has been applied to the database 
by one user. The concurrency control and recovery subsystems of a DBMS enable this 
accessibility of up-to-date information, which is necessary for many transaction-processing 
applications, such as reservation systems or banking databases. 

The benefits of scale. The DBMS strategy allows for data and application consolidation, which 
reduces redundant data processing staff operations across multiple projects or departments as 
well as redundancies between applications. Instead of having each department buy its own 
equipment, this enables the entire firm to invest in more potent processors, storage, or 
networking equipment. Overall management and operating costs are decreased as a result. 

---------------------------- 
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We now provide a brief historical review of the DBMS-using applications and how these 
applications acted as a catalyst for the development of new categories of database systems. 
Database applications from the past Utilizing network and hierarchical systems 

In huge institutions like corporations, universities, hospitals, and banks, many early database 
applications were used to keep records. Numerous of these applications contained numerous 
records with a similar layout. For instance, analogous data would be stored for each student, 
each course, each grade record, and so on in a university application. Also, there were 
numerous record types and linkages among them. Early database systems had a number of 
issues, including the mixing of conceptual relationships with the actual storing and placement 
of entries on disc. As a result, these systems lacked adequate capabilities for program-data 
independence and data abstraction. For instance, the student record could be physically stored 
adjacent to the student's grades. Despite the fact that this allowed for highly rapid access for 
the initial searches and transactions that the database was intended to support, it lacked 
sufficient flexibility to allow for efficient record access when new questions and transactions 
were discovered. It was particularly challenging to develop new queries that needed a different 
storage organisation for effective processing. The database had to be laboriously reorganised 
as the requirements for the programme changed. 

Early systems also had the drawback of just offering programming language interfaces. 
Because new programs had to be built, tested, and debugged, adding additional queries and 
transactions became time-consuming and expensive. Starting in the middle of the 1960s and 
continuing into the 1970s and 1980s, the majority of these database systems were built on 
expensive, huge mainframe computers. Three paradigms served as the foundation for the 
primary early system types: hierarchical systems, network model-based systems, and inverted 
file systems. 

Relational databases can provide data abstraction and application flexibility. Relational 
databases were first suggested as a way to separate the actual storage of data from its conceptual 
representation and as a way to give data representation and querying a mathematical 
foundation. High-level query languages, which offered an alternative to programming language 
interfaces and made it considerably quicker to develop new queries, were also introduced by 
the relational data model. Similar to relational representation of data. Initially designed for the 
same applications as prior systems, relational systems offered flexibility to create new queries 
fast and rearrange the database as needs evolved. As a result, when compared to earlier systems, 
data abstraction and program-data independence were greatly enhanced. 

Since they did not employ physical storage pointers or record placement to access related data 
records, the early experimental relational systems established in the late 1970s and the 
commercial relational database management systems introduced in the early 1980s were quite 
slow. Their performance increased as a result of the development of new storage and indexing 
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methods as well as better query processing and optimization. The dominant sort of database 
system for conventional database applications eventually emerged as relational databases. 
Nowadays, practically all computer types, from small personal computers to big servers, have 
relational data bases. Applications That Are Object-Oriented and the Need for Increasingly 
Complicated Databases 

Object-oriented databases were created as a result of the advent of object-oriented 
programming languages in the 1980s and the requirement to store and exchange sophisticated, 
structured objects. Since they offered broader data formats than relational databases, OODBs 
were first seen as a rival to them. Several of the helpful object-oriented principles, like abstract 
data types, encapsulation of operations, inheritance, and object identity, were also integrated. 
Unfortunately, its application was restricted due to the model's complexity and the absence of 
an early standard. At days, their primary uses are in specialist fields including engineering 
design, multimedia publishing, and production systems. Despite hopes that they will have a 
significant influence, their overall market penetration for database products is still minimal. 
The more recent iterations of relational DBMSs also incorporated several object-oriented ideas, 
giving rise to object-relational database management systems, or ORDBMSs. 

Using XML to Exchange Data for E-Commerce on the Web: The World Wide Web offers a 
vast network of computers that are linked together. Using a Web publishing language like 
Hyper-Text Markup Language, users can build static Web pages that are then stored on web 
servers for other users to view in web browsers. With hyperlinks, which are pointing devices 
to other papers, documents can be connected. Electronic commerce became a significant Web 
application in the 1990s. A large portion of the crucial data on e-commerce Web pages such as 
flight information, product prices, and product availability is dynamically extracted data from 
DBMSs. To enable the exchange of dynamically extracted data on the Web for display on Web 
pages, a number of mechanisms were created. One standard for data exchange across many 
kinds of databases and Web pages is the eXtended Markup Language. Concepts from document 
system models and database modelling principles are combined in XML.  

Increasing Database Functionality for New Apps 

Developers of different sorts of applications have tried to employ database systems as a result 
of their success in traditional applications. Traditionally, these programmes had their own own 
software, file systems, and data structures. In order to better accommodate the particular 
requirements for certain of these applications, database systems now provide extensions. Some 
examples of these applications are as follows: Applications in science that store a significant 
amount of data from studies in fields including high-energy physics, mapping the human 
genome, and finding protein structures. Images from medical treatments such as x-rays and 
MRI exams, as well as images from satellite photography and scanned news or personal photo- 
grammes, are all stored and retrieved. Storing and obtaining videos, such as movies and news 
or personal digital camera clips. Applications that use data mining to examine vast amounts of 
data in order to look for the recurrence of particular patterns or correlations and to spot 
anomalous trends in fields like credit card fraud detection 

Applications known as time series store information such as economic data at regular intervals 
of time, such as daily sales and monthly GDP. It became clear right away that many of these 
applications would not lend themselves well to basic relational systems, typically for one or 
more of the following reasons: The modelling of the application required more sophisticated 
data structures than the straightforward relational representation. In addition to the fundamental 
character string and numeric kinds, other data types were required. To manage the new data 
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types, new operations and query language constructs were required. In order to perform 
effective searching on the new data kinds, new storage and indexing structures were required. 

This prompted the creation of new capabilities by DBMS developers. Certain functionality, 
like merging ideas from object-oriented data bases into relational systems, was general 
purpose. Special purpose functionality was also available in the form of optional modules that 
could be applied to certain uses. For a time, series application, users could, for instance, 
purchase a time series module to use with their relational DBMS. 

Big Data Storage Systems and NOSQL Databases' Development: Data was increasingly being 
kept on sizable databases and powerful servers in the first decade of the twenty-first century 
due to the expansion of applications and platforms including social media websites, major e-
commerce businesses, Online search indexes, and cloud storage/backup. To manage these 
enormous datasets, new kinds of database management systems were required—systems that 
would enable quick search and retrieval as well as dependable and secure archiving of non-
traditional types of data, such tweets and social media posts. A few of these new systems' needs 
were incompatible with SQL relational DBMSs. In systems that manage huge amounts of data, 
some of the data is stored using SQL systems, whereas other data would be stored using 
NOSQL, depending on the application requirements. This is what is meant by the term 
NOSQL, which is usually understood to imply Not Just SQL. 

When to Avoid Using DBMSs: Notwithstanding the benefits of utilizing a DBMS, there are a 
few circumstances where using one may result in extra overhead expenses that would not be 
present in traditional file processing. The following factors contribute to the overhead costs of 
utilizing a DBMS: high initial outlay for equipment, software, and training. The flexibility a 
DBMS offers for defining and handling data. Costs associated with performing the functions 
of security, concurrency control, recovery, and integrity. 

Consequently, in the following situations, creating customized database applications might be 
more desirable: apps for simple, clearly defined databases that are not anticipated to evolve at 
all, Because of DBMS overhead, some application applications may not be able to meet strict, 
real-time requirements. limited storage embedded systems, when a general-purpose DBMS 
would not be appropriate, Absence of shared access to the data. Certain applications and sectors 
have chosen not to use general-purpose DBMSs. For instance, a lot of the computer-aided 
design software used by mechanical and civil engineers include proprietary file and data 
management software that is designed for internal manipulations of drawings and 3D objects. 
Similar to database software, communication and switching systems developed by 
organizations like AT&T were the first to use hierarchically arranged data for easy access and 
call routing. In order to efficiently implement operations related to processing maps, physical 
contours, lines, polygons, and other data, GIS implementations frequently use their own data 
organizing schemes. 

Architecture and Concepts of Database Systems: From the early monolithic systems, where the 
entire DBMS software package was one tightly integrated system, to the present DBMS 
packages, which are modular in design and have a client/server system architecture, the 
architecture of DBMS packages has developed. Due to the recent increase in the amount of 
data that needs to be stored, database systems with distributed architectures that handle the data 
stores using thousands of computers are now common. Hundreds of distributed workstations 
and personal computers connected via communications networks to various server machines, 
such as Web servers, database servers, file servers, application servers, and so on, have replaced 
large centralized mainframe computers in computing, which has seen similar trends. Thousands 
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of powerful servers manage so-called big data for online users in the contemporary cloud 
computing systems. 

The system functionality in a fundamental client/server DBMS architecture is split between 
two different kinds of modules. A client module is often made to function on a computer, user 
workstation, or mobile device. Usually, the client module is where application software and 
user interfaces that access databases are run. As a result, the client module manages user 
interaction and offers user-friendly interfaces like applications for mobile devices or GUIs for 
Desktops that are based on forms or menus. The second type of module, referred known as a 
server module, often manages data access, storage, search, and other tasks. 

Schemas, Models, and Instances of Data:  

The database approach's ability to give some amount of data abstraction is one of its core 
characteristics. In order to better understand data, data abstraction generally refers to the 
suppression of specifics regarding data arrangement and storage and the highlighting of key 
characteristics. The database approach's ability to offer data abstraction, allowing different 
users to view data at their preferred degree of detail, is one of its key features. The essential 
tools to accomplish this abstraction are provided by a data model, which is a group of ideas 
that may be used to describe the layout of a database. The data types, relationships, and 
constraints that apply to the data are referred to as a database's structure. A set of fundamental 
operations for defining database retrievals and changes are also included in the majority of data 
models. 

It is becoming more usual to incorporate ideas in the data model to specify the dynamic 
component or behaviors of a database application, in addition to the fundamental operations 
that the data model offers. In doing so, the database designer is able to define a list of legitimate 
user-defined procedures that are permitted on the database objects. The user-defined operation 
COMPUTE GPA, which can be used on a STUDENT object, is an illustration. On the other 
hand, the fundamental data model procedures frequently include generic operations to add, 
remove, alter, or retrieve any type of object. Fundamental to object-oriented data models, 
concepts to express behavior are also being implemented in more conventional data models. 
For instance, object-relational models expand the fundamental relational paradigm to 
incorporate these ideas in addition to others. The fundamental relational data model includes a 
mechanism for persistent stored modules, more commonly referred to as stored procedures, to 
be used to associate actions with relations. When referring to a specific database definition or 
schema, such as the marketing data model, the word "model" is occasionally used. This 
interpretation won't be applied. It is becoming more common for database design and software 
design efforts to be merged into a single activity, which is shown in the incorporation of 
concepts to define behaviour. Historically, defining behaviour has been linked to software 
design. 

Several Types of Data Models:  

We can categorise the many data models that have been put out based on the principles they 
employ to describe the database structure. Whereas low-level or physical data models provide 
concepts that describe the specifics of how data is kept on computer storage medium, primarily 
magnetic discs, high-level or conceptual data models provide concepts that are near to how 
many users perceive data. Physical data models typically include concepts that are intended for 
computer specialists rather than end users. A class of representational data models4 exists in 
the middle of these two extremes and offers ideas that may be simple for end users to 
understand while still being quite close to how data is arranged in computer storage. 
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Representational data models are directly implementable on a computer system but obscure 
many aspects of data storage on disc. 

Concepts like entities, properties, and relationships are used in conceptual data models. An 
employee or a project from the miniworld that is described in the database are examples of 
entities, which represent real-world objects or concepts. An attribute is a desirable 
characteristic that further describes an entity, such as the name of the person or their wage. An 
affiliation between two or more things is represented by a relationship between them, for as the 
working relationship between a project and an employee. gives an overview of the entity-
relationship model, a well-liked high-level conceptual data model. It goes through additional 
concepts like generalisation, specialisation, and categories that are employed in advanced 
modelling. 

The models that are most frequently used in conventional commercial DBMSs are 
representational or implementation data models. Among these are the prevalent relational data 
model and the so-called legacy data models, such as the network and hierarchical models, that 
were popular in the past. The relational data model, as well as its limitations, functions, and 
languages, the SQL standard for relational databases is explained. Record-based data models, 
which are also known as representational data models, use record structures to represent data. 

A new class of higher-level implementation data models that are more similar to conceptual 
data models can be seen in the object data model. The Object Data Management Group has 
proposed the ODMG object model as a standard for object databases. through the general traits 
of object databases and the proposed standard for object models. In the context of software 
engineering, object data models are also widely used as high-level conceptual models. 

Physical data models include information such record formats, record orderings, and access 
pathways to define how data is kept as files in the computer. An The phrase implementation 
data model is not a standard word; we have established it to refer to the avail- able data models 
in commercial database systems. 

Appendices D and E include a synopsis of the hierarchical and network data models, 
respectively. The book's website has access to them. Access route is a kind of search structure, 
like hashing or indexing, that facilitates the efficient search for specific database items. In 
sections 16 and 17, we go into physical storage methods and access architectures. An access 
channel that enables direct access to data using an index phrase or a keyword is an index. It is 
comparable to the index at the end of this book, with the exception that it could be set up in a 
different way, such as a linear or hierarchical structure. 

Self-describing data models are a different kind of data models. The description of the data and 
the actual data values are stored together in systems based on these models. The description 
and the data are split apart in conventional DBMSs. Several key-value stores and NOSQL 
systems that have recently been developed for handling huge data are included in these models, 
along with XML. 

Database state, instances, and schemas 

It's critical to differentiate between the database's description and the database itself in a data 
model. The term "database schema" refers to the description of a database, which is provided 
during database construction and is not anticipated to change regularly. The majority of data 
models follow a set of norms for presenting schemas as diagrams. A schema diagram is a 
presented schema. The database schema diagram is shown in Figure 3.1; it just depicts the 
structure of each record type, not real instances of records. 
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Figure 3.1: Database schema diagram 

A database's real data may change rather often. For instance, the displayed data base is updated 
each time a student is added or a grade is entered. A database state, often known as a snapshot, 
refers to the information in the database at a certain time. It is also known as the database's 
current collection of occurrences or instances. Each schema construct has its own current 
collection of instances in a particular database state; for instance, the student construct will 
have a set of individual student entities as its instances. A variety of database states may be 
created to fit a certain database structure. We transform the state of the database into a different 
state each time we add, remove, or alter the value of a data item in a record. 

It's crucial to understand the difference between database state and schema. When we create a 
new database, we merely tell the DBMS about its database schema. The empty state of the 
database with no data is the current comparable database state. When the database is first loaded 
with the initial data, we get the initial state of the database. From that point forward, we get a 
new database state each time an update operation is carried out on the database. The database 
maintains a current state at all times. Every state of the database must be a legitimate state, 
which fulfils the structure and restrictions outlined in the schema, and this responsibility is 
shared by the DBMS. As a result, it is crucial to provide the DBMS the precise schema 
specification, and the schema itself must be carefully created. To enable DBMS software to 
access the schema whenever necessary, the DBMS keeps descriptions of the schema 
constructions and constraints—also known as the meta-data—in the DBMS catalogue. A 
database state is referred to as an extension of the schema, while the schema itself is frequently 
referred to as the intention. 

While the schema is not intended to change regularly, as was previously indicated, adjustments 
may sometimes be necessary when the application needs change. For instance, we could 
determine that additional piece of data, such as adding the Date of birth to the STUDENT, has 
to be kept for each record in a file. Schema evolution is the term for this. The majority of 
contemporary DBMSs provide procedures for schema evolution that may be used even while 
the database is running. The current snapshot of the database is another name for the current 
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state. While it has sometimes been referred to as a database instance, we prefer to refer to 
individual entries by the word instance. 

Architecture based on three schemas and data independence 

The use of a catalogue to contain the database description in order to make it self-descriptive, 
isolation of programmes and data, and support for various user perspectives are three of the 
four key aspects of the database method. The three-schema design, which was presented to 
assist in achieving and visualizing these features, is the architecture for database systems that 
we define in this section. The idea of data independence is then expanded upon. 

Architecture based on three schemes 

The three-schema design aims to keep the user applications and the actual database separate. 
Schemas may be defined in this architecture at the following three levels: 

The physical storage structure of the database is described in the internal level's internal 
schema. The underlying schema for the database employs a physical data model and specifies 
every aspect of data storage and access routes. 

Architecture based on three schemas and data independence: A conceptual schema exists at the 
conceptual level, outlining the organization of the whole database for a group of users. The 
conceptual schema focuses on identifying entities, data kinds, relationships, user activities, and 
restrictions while hiding the specifics of actual storage structures. When a database system is 
developed, a representational data model is often employed to explain the conceptual schema. 
A conceptual schema design in a high-level data model often serves as the foundation for this 
implementation conceptual schema. 

Many external schemas or user views are included at the external or view level. An external 
schema isolates the rest of the database from the user group it is intended for by describing the 
portion of the database that interests that user group. An external schema is often implemented 
using a representational data model, perhaps based on an external schema design in a high-
level conceptual data model, much as at the previous level. 

The three-schema architecture is a useful tool for users to see the different layers of schema in 
a database system. The majority of DBMSs support the three-schema design to some degree 
but do not openly and fully divide the three levels. The conceptual schema of certain older 
DBMSs may include physical-level information. Since it clearly distinguishes between the 
exterior level for users, the conceptual level for the database, and the internal storage level for 
constructing a database, the three-level ANSI architecture plays a significant role in the 
development of database technology. Even today, it still has a lot to do with how DBMSs are 
designed. In most DBMSs that enable user views, external schemas are given in the same data 
model that specifies the conceptual-level information. 

The real data is only saved at the physical level; the three schemas are only descriptions of the 
data. Each user group in the three-schema architecture refers to its own external schema. For 
processing over the stored database, the DBMS must convert a request provided on an external 
schema into a request against the conceptual schema first, then into a request on the internal 
schema. If the request is for a database retrieval, the information must be reformatted to fit the 
user's external view before it can be used. Mappings are the procedures used to translate 
requests and outcomes between levels. Some DBMSs—especially those designed to serve tiny 
databases—do not offer external views since these mappings could be time-consuming. Yet, it 
is still essential to translate requests between the conceptual and internal levels in such systems. 
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Independent Data: Data independence, which may be described as the ability to modify the 
schema at one level of a database system without having to change the schema at the next 
higher level, can be further explained using the three-schema design. Two categories of data 
independence exist: 

The ability to modify the conceptual schema without modifying external schemas or 
application programmes is known as logical data independence. To increase the database, 
modify the restrictions, or decrease the database, we could update the conceptual schema. 
External schemas that just make reference to the leftover data in the final scenario shouldn't be 
impacted. For instance, converting the Grade Report into the one shouldn't have any impact on 
the external schema of 1.5. With a DBMS that supports logical data independence, the only 
things that need to be modified are the view definition and the mappings. Application 
programmes that make reference to the external schema structures must continue to function 
after the conceptual schema has undergone a logical restructuring. The conceptual schema may 
have restrictions changed without having any impact on the external schemas or application 
programmes. 

The ability to modify the internal schema without modifying the conceptual schema is known 
as physical data independence. Thus, it is not necessary to also alter the external schemas. 
Certain physical files were restructured, for example by adding more access structures, to 
enhance the efficiency of retrieval or update, which may need changes to the internal schema. 
We shouldn't need to modify the conceptual schema if the database has the same data as before. 
For instance, even if the query would be run more quickly by the DBMS by using the new 
access route, offering an access path to increase SECTION records retrieval time by semester 
and year shouldn't need changing a query like list all sections provided in autumn 2008. 

Physical information, such as the precise position of data on disc and hardware intricacies of 
storage encoding, placement, compression, splitting, and merging of records, are often 
concealed from the user in most databases and file systems. Applicants are not made aware of 
this information. Nevertheless, logical data independence is more difficult to establish since it 
necessitates the ability for structural and constraint changes to be made without having an 
impact on application programmes. 

Every time we have a DBMS with many levels, we need to increase its catalogue to contain 
information on how to map requests and data among the different levels. By using the mapping 
data in the catalogue, the DBMS makes these mappings with the aid of extra software. Data 
independence results from the fact that when a schema is updated at one level, it stays intact at 
the next higher level; only the mapping between the two levels is altered. As a result, 
application applications that reference the higher-level schema do not need to be modified. 

Database Interfaces and Languages: the range of users that a DBMS can serve. Each kind of 
user must have a specific language and interface provided by the DBMS. In this part, we go 
through the many languages and user interfaces that a DBMS offers, as well as the user groups 
that each interface is designed to serve. 

Languages for DBMS: The first stage is to describe the conceptual and internal schemas for 
the database, as well as any mappings between the two, once the design of the database has 
been finished and a DBMS has been selected to implement the database. The DBA and database 
designers utilise the same vocabulary, known as the data definition language, to construct both 
schemas in many DBMSs when tight level separation is not maintained. The DDL compiler in 
the DBMS will parse DDL statements to find descriptions of the schema constructions and 
save those descriptions in the catalogue of the DBMS. 
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The DDL is only used to express the conceptual schema in DBMSs when a distinct distinction 
is maintained between the conceptual and internal levels. The internal schema is defined using 
a different language called the storage specification language. Each one of these languages may 
be used to specify the mappings between the two schemas. There is currently no unique 
language that fills the function of SDL in the majority of relational DBMSs. Instead, the 
underlying schema is defined by a set of file storage-related functions, parameters, and 
requirements. They enable the DBA team to manage indexing options and data mapping to 
storage. In order to express user views and their mappings to the conceptual schema in a true 
three-schema design, we would need a third language, the view definition language, however 
in the majority of DBMSs, the DDL is used to construct both conceptual and external schemas. 
SQL is used in relational DBMSs as a VDL to define user or application views as the outcomes 
of preset queries. 

Users need a way to alter the database after the database schemas are put together and filled 
with data. Data retrieval, insertion, deletion, and modification are typical operations. For these 
objectives, the DBMS offers a collection of operations or a language known as the data 
manipulation language. The languages mentioned above are often not regarded as distinct 
languages in modern DBMSs; instead, a full-featured integrated language is utilised that has 
constructs for conceptual schema construction, view definition, and data manipulation. 
Although physical storage structures are defined in storage definition to optimise the 
performance of the database system, which is often done by the DBA personnel, it is usually 
maintained separate. The SQL relational database language, which combines DDL, VDL, and 
DML as well as statements for constraint formulation, schema evolution, and many other 
capabilities, is a typical example of a complete database language. Early versions of SQL had 
the SDL; however, to maintain it at the conceptual and external levels exclusively, it has been 
eliminated from the language. 

The two primary DML kinds are as follows. You may use a high-level or nonprocedural DML 
by itself to clearly express complicated database operations. Several DBMSs enable high-level 
DML statements to be integrated in general-purpose programming languages or typed 
interactively via a display monitor or terminal. In the latter scenario, it is necessary to identify 
DML statements inside the programme so that a pre-compiler can extract them and the DBMS 
can handle them. It is necessary to incorporate a low-level or procedural DML into a general-
purpose programming language. This kind of DML commonly obtains and handles individual 
entries or objects from the database. Hence, in order to obtain and process each record from a 
batch of records, it has to employ programming language structures like looping. Because of 
this characteristic, low-level DMLs are sometimes known as record-at-a-time DMLs. High-
level DMLs, like SQL, are known as set-at-a-time or set-oriented DMLs because they may 
define and retrieve several records in a single DML statement. A query in a high-level DML 
generally describes which data to get rather than how to retrieve it; hence, such languages are 
sometimes termed declarative. 

The general-purpose programming language that contains the DML instructions, whether they 
are high level or low level, is referred to as the host language, and the DML is referred to as 
the data sublanguage. 

10 A query language, on the other hand, is a high-level DML used in a standalone interactive 
way. Retrieval and update commands of a high-level DML may often be used together and are 
thus regarded as components of the query language. Although programmers utilise the 
embedded DML, casual end users often describe their queries using a high-level query 
language. There are often user-friendly interfaces for dealing with the database for 
inexperienced and paramet- ric users; they may also be utilised by casual users or other people 
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who don't want to learn the specifics of a high-level query language. Next, we talk about these 
interfaces. 

Interfaces for DBMS: User-friendly interfaces supplied by a DBMS may contain the 
following: 

menu-based user interfaces for browsing or web clients. These user interfaces provide the user 
a list of alternatives and guide them through the process of creating a request. The necessity to 
learn the precise instructions and syntax of a query language is eliminated by menus; instead, 
the query is constructed step-by-step by selecting choices from a menu that is shown by the 
system. In Web-based user interfaces, pull-down menus are a widely used design element. 
They are often used in browsing interfaces as well, which let a user browse a database's contents 
in an unstructured and exploratory way. 

Cellular device applications. Users of mobile devices have access to their data via these 
interfaces. Companies like insurance, banking, and travel agencies, among many others, 
provide applications that let consumers access their data through a mobile phone or mobile 
device. The applications often feature built-in programmed interfaces. The host and data 
sublanguages in object databases often combine to produce a single integrated language, such 
as C++ with certain additions to accommodate database functionality. Moreover, some 
relational systems include integrated languages, such as Oracle's PL/SQL. Users may log in 
using their account name and password; the applications then provide a restricted menu of 
choices for mobile access to the user data, as well as alternatives like paying bills or making 
bookings. Nevertheless, the term query should actually only be used to describe retrievals, not 
updates. 

Interfaces with forms. Each user of a forms-based interface sees a form. Users have the option 
of filling out the whole form to add new data or only a portion of it, in which case the DBMS 
will find matching data for the remaining fields. Forms are often created and built with novice 
users in mind as the interface to pre-packaged transactions. Forms specification languages, 
which are specialized languages that assist programmers in specifying such forms, are included 
in many DBMSs. A form created in tandem with the relational database schema is used to 
specify queries in the form-based language SQL Forms. A part of the Oracle product line called 
Oracle Forms offers a wide range of tools for creating forms and designing apps. Some systems 
provide tools that enable the user interactively create a sample form on the screen to specify a 
form.  

User interfaces with graphics: A GUI usually presents a schema to the user as a diagram. The 
user may then manipulate the graphic to define a query. GUIs often make use of both menus 
and forms. 

Interfaces using natural language. These interfaces accept textual requests in any language, 
including English, and make an effort to comprehend them. A natural language interface often 
contains a dictionary of key terms as well as its own schema, which is comparable to the 
conceptual schema of a database. The collection of standard terms in the natural language 
interface's dictionary and the words in its schema are both utilized to understand requests. If 
the interpretation is successful, the interface creates a high-level query matching the user's 
natural language request and delivers it to the database management system for processing. If 
not, a conversation with the user is opened to explain the request. 

Database search based on keywords: They resemble web search engines in that they receive 
word strings in natural language and match them to content on certain websites or pages on the 
internet at large. They retrieve and show the resultant documents in descending order of degree 
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of match using specified word indexes and ranking methods. While a new study field termed 
keyword-based querying has recently evolved for relational databases, such "free form" textual 
query interfaces are still uncommon in structured relational databases. 

Input and output of speech: Speech is increasingly used in limited contexts, both as an input 
inquiry and as an answer to a response to a request. Speech is now supported for input and 
output in applications with restricted vocabulary, making it possible for users to access 
information like phone book searches, aeroplane arrival/departure information, and credit card 
account information. The parameters that are submitted to the queries are configured using the 
voice input, which is identified using a library of preset terms. A similar translation from text 
or numbers into voice occurs for output. 

Users of Parametric Interfaces: Users of parametric data, like bank tellers, often have a 
narrow set of repetitive actions. For instance, a teller may initiate repeated and regular tasks 
like account deposits or withdrawals or balance enquiries with a single function key. For each 
recognised class of naïve users, systems analysts and programmers create and build a unique 
interface. In order to reduce the amount of keystrokes needed for each request, a limited 
collection of condensed instructions is often supplied. 

Interfaces aimed towards DBAs: Most database systems provide exclusive DBA staff-only 
privileged commands that may be utilised. They contain instructions for establishing system 
settings, authorising accounts, modifying a database's schema, and rearranging its storage 
structures. 
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A DBMS is a sophisticated piece of software. In this part, we go through the different kinds of 
computer system software that the DBMS interacts with as well as the different kinds of 
software components that make up a DBMS. Modules for DBMS Components” The basic 
elements of a DBMS, simplified. The is split into two halves. The numerous users of the 
database environment and their interfaces are mentioned in the top portion of the. The core 
DBMS modules responsible for data storage and transaction processing are shown in the 
bottom portion. 

Typically, the database and the DBMS catalogue are kept on disc. The operating system, which 
schedules disc read/write operations, is principally in charge of regulating disc access. Since 
the management of buffer storage has a significant impact on performance, many DBMSs 
incorporate their own buffer management module to plan disc read/write operations. 
Performance is greatly enhanced by lowering disc read/write operations. Access to DBMS data 
that is saved on disc, whether it is a component of the database or the catalogue, is controlled 
by a higher-level stored data management module of the DBMS. 

It displays interfaces for application programmers who write programmes using certain host 
programming languages, casual users who utilize interactive interfaces to compose queries, 
DBA employees, and parametric users who enter data by providing parameters to prepared 
operations. By altering the definition of the database using the DDL and other privileged 
commands, the DBA team works on defining the database and tweaking it. The DDL compiler 
executes the DDL-specified schema definitions and saves the schema descriptions in the 
DBMS catalogue. The catalogue contains details about each file's storage, mapping 
information between schemas, restrictions, and the names and sizes of the files and the data 
objects. 

A DBMS's component modules and their interactions. The catalogue also keeps a variety of 
different kinds of data that the DBMS modules require and may access as needed by looking 
up the data in the catalogue. The interactive query interface facilitates communication between 
casual users and users who only sometimes require information from the database. In order to 
automatically produce the interactive query or access premade transactions, we have not clearly 
shown any menu-based, form-based, or mobile interactions. These queries are evaluated and 
checked by a query compiler, which converts them into an internal form, for things like query 
syntax, file and data element names, etc. The query optimization process is applied to this 
internal query. The query optimizer is concerned, among other things, with the reorganisation 
and potential reordering of operations, the removal of redundancies, and the employment of 
effective search methods during execution. It looks up statistical and other physical details 
about the data that is being stored in the system catalogue, then creates executable code that 
does the required operations for the query and makes calls to the runtime processor. 
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Application programmers create applications in host languages like Java, C, or C++ and 
precompile them. A host programming language application software is precompiled to extract 
DML commands. The DML compiler receives these commands and converts them into object 
code for database access. The remainder of the programme is submitted to the host language 
compiler. The DML instructions' object codes are connected with the rest of the program's 
object codes to create a canned transaction, which contains calls to the runtime database 
processor in its executable code. Database applications written in scripting languages like PHP 
and Python are likewise getting more and more popular. Parametric users utilise PCs or mobile 
applications to regularly run canned transactions; they just provide the parameters to the 
transactions. Every execution is regarded as a distinct transaction. An example would be a bank 
transaction where the account number, payee, and amount could all be specified. 

The runtime database processor performs the runtime parameters for canned transactions, 
executable query plans, and privileged instructions in the bottom section. It interacts with the 
system catalogue and could add statistics to it. Moreover, it collaborates with the stored data 
manager, which performs low-level input/output activities between the disc and main memory 
by using the fundamental operating system services. Other facets of data transmission, such 
the control of main memory buffers, are handled by the runtime database processor. Although 
some DBMSs rely on the OS for buffer management, others have their own buffer management 
module. Concurrency control and backup and recovery systems are each displayed as a distinct 
module in this. They are included into the transaction management mechanism of the runtime 
database processor. It is typical for the client software to operate on a different computer or 
device than the machine hosting the database in order to access the DBMS. Database server 
refers to the latter and client computer, which are both running DBMS client software, 
respectively. The client often connects to an intermediary machine known as the application 
server, which connects to the database server. It serves as an illustration of common DBMS 
modules rather than serving as a description of a particular DBMS. When disc accesses to the 
database or the catalogue are required, the DBMS communicates with the operating system. 
The OS will schedule DBMS disc access requests and DBMS processing together with other 
activities if the computer system is shared by several users. On the other hand, the DBMS will 
manage main memory buffering of disc pages if the computer system is primarily used to 
operate the database server. Using the system network interface, the DBMS also communicates 
with general-purpose host programming language compilers, application servers, and client 
programs that are operating on other computers. 

Database System Utilities: Most DBMSs contain database utilities that assist the DBA in 
managing the database system in addition to the software modules previously mentioned. The 
following categories of functions are performed by common utilities: 

Loading. Existing data files, such as text files or sequential files, are loaded into the database 
using a loading application. Typically, the tool is given the existing format of the data file and 
the preferred database file structure, and it automatically reformats the data and puts it in the 
database. Transferring data from one DBMS to another is becoming commonplace in many 
businesses due to the proliferation of DBMSs. Several suppliers provide conversion tools that, 
given the current source and destination database storage descriptions, build the required 
loading programs. Backup. A backup tool copies the database onto tape or another mass storage 
device, often by dumping the whole database onto it. In the event of a catastrophic disc loss, 
the database may be restored using the backup copy. Also popular are incremental backups, 
which merely keep track of changes since the last backup. While more complicated, 
incremental backup conserves disc space. 
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Rearranging the storage of a database. This tool may be used to build new access routes and 
restructure a group of database files into various file structures in order to boost speed. 

performance evaluation. Such a tool keeps track of database use and gives the DBA 
information. While deciding whether or not to rearrange files or add or remove indexes to boost 
performance, the DBA examines the statistics. There could be additional tools provided for file 
organisation, data compression, user access tracking, network interaction, and other tasks. 

Applications, Tools, and Communications Infrastructure 

The DBMS, users, and database designers often have access to additional tools. Database 
system design involves the use of CASE tools. An enlarged data dictionary is a different tool 
that big businesses may find to be quite helpful. Despite the fact that the acronym CASE stands 
for computer-aided software engineering, many CASE technologies are mainly utilised for 
database design. The data dictionary also holds additional data, including as design choices, 
use guidelines, descriptions of application programmes, and user data, in addition to catalogue 
data regarding schemas and restrictions. A system like this is sometimes referred to as an 
information repository. Users and the DBA have immediate access to this data as required. 
Similar to the DBMS catalogue, a data dictionary utility has a greater range of information and 
is mostly used by people as opposed to the DBMS program. 

Application development environments like PowerBuilder or JBuilder have gained a lot of 
traction. These systems provide a setting for creating database applications and include tools 
for designing databases, creating graphical user interfaces, querying and updating databases, 
and creating application program. In order for users to access the database from places far from 
the database system site via computer terminals, workstations, or personal computers, the 
DBMS must additionally connect with communications software. Via data communication 
hardware, such as Internet routers, phone lines, long-haul networks, local networks, or satellite 
communication devices, they are linked to the database site. DBMS communication packages 
are a common feature of a lot of commercial database systems. A DB/DC system is the name 
given to the combined DBMS and data communications system. Some distributed DBMSs are 
also physically spread over a number of computers. In this situation, communications net- 
works are required to link the devices. While they may be different kinds of networks, they are 
often local area networks. 

Client/Server and Centralized DBMS Architectures 

Centralized DBMSs Architecture Centralized DBMSs designs have generally followed 
advancements in general computer system architectures. For all system tasks, including user 
application programs, user interface programs, and all DBMS capabilities, older designs relied 
on mainframe computers to provide the primary processing. The main cause was that most 
users in earlier systems used computer terminals with limited processing power and just display 
capabilities to access the DBMS. Just display data and controls were transferred from the 
computer to the display terminals, which were linked to the central computer by a variety of 
communications networks, since all processing was done remotely on the computer system 
containing the DBMS. 

Most users switched from terminals to PCs and workstations, and more recently, mobile 
devices, as hardware costs dropped. Database systems first used these computers in a manner 
similar to how they had utilised display terminals, leaving the DBMS itself as a centralised 
DBMS with a physical centralised architecture. On a single system, both the execution of 
application programmes and the processing of user interfaces were done. 
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The fundamental client/server architectures 

We first talk about client/server architecture in general, and then we talk about how DBMSs 
use it. The client/server architecture was created in order to handle computer settings where a 
significant number of PCs, workstations, file servers, printers, database servers, Web servers, 
E-mail servers, and other software and equipment are linked through a network. To design 
customized servers with certain functionality is the aim. For instance, it is feasible to link a 
number of PCs or compact workstations to a file server that manages the client machines' files 
as clients. By having connections to several printers, a different computer may be designated 
as a printer server; all print requests from clients are then directed to this machine. The category 
of specialized servers also includes web servers and email servers. Several client devices may 
utilise the resources offered by specialized servers. The user is given the proper user interfaces 
for these servers as well as local processing power to execute local programmes on the client 
devices. This idea may be used to various types of software, with specialist programmes (like 
a CAD package) being kept on certain server computers and made available to a number of 
clients. Client/server architecture is a simplified representation of the physical architecture at 
the logical level. Certain devices would just be client sites. Some devices would be dedicated 
servers, while others would have both client and server capability. 

The idea of client/server architecture presupposes an underpinning structure made up of a large 
number of PCs/workstations and mobile devices as well as a smaller number of server 
machines, all linked through wireless networks, local area networks, or other kinds of computer 
networks. In this system, a client is often a user computer that offers local processing and user 
interface capabilities. When a client needs access to extra functionality that is not available on 
the client, the client connects to a server that offers the required capability. The term "server" 
refers to a system that includes both hardware and software that may provide client computers 
services like file access, printing, archiving, or database access. Generally speaking, some 
workstations install both client and server software, while others just install client software. 
Client and server software, on the other hand, often execute on different Physical two-tier 
client/server architecture. 

Using this underlying client/server framework, two-tier and three-tier fundamental DBMS 
architectures were developed. 

Client/Server Two-Tier Architectures for DBMSs: The user interface and application 
programmes were the first system components to be shifted to the client side in relational 
database management systems, many of which began as centralised systems. Client and server 
were logically separated since SQL served as the standard language for RDBMSs. As a result, 
the server-side processing of queries and transactions linked to SQL processing continued. 
Since it offers these two tasks, the server in such an architecture is sometimes referred to as a 
query server or transaction server. The server in an RDBMS is also often referred to as a SQL 
server. 

The client side is where the user interface and application applications execute. The software 
creates a connection to the DBMS when DBMS access is necessary; once the connection is 
established, the client programme may interact with the DBMS. As long as the required 
software is available on both the client and server workstations, a standard called Open 
Database Connectivity offers an API that enables client-side applications to make calls to the 
DBMS. For their systems, the majority of DBMS vendors provide ODBC drivers. With the 
ODBC API, a client software may really connect to many RDBMSs and issue query and 
transaction requests, which are then handled at the server locations. Any query results are sent 
to the client application so that it may handle and display them as necessary. JDBC, a 
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comparable Java programming language standard, has also been established. As a result, Java 
client applications may connect to one or more DBMSs using a common interface. 

Since the software components are split across the client and server systems, the designs 
discussed here are known as two-tier architectures. This design has the advantages of being 
simple and seamlessly integrating with current systems. The three-tier architecture resulted 
from the new responsibilities that the Web gave clients and servers. 

Web application architectures with three and n tiers: The three-tier architecture, which provides 
a middle layer between the client and the database server, is a popular design choice for Web 
applications. There are several further client/server architectural options. Here, we focus on the 
two most fundamental. 

Server for databases: Depending on the application, this layer or middle tier is referred to as 
the application server or web server. By executing application applications and maintaining 
business rules that are needed to retrieve data from the database server, this server serves as an 
intermediate. By verifying a client's credentials before sending a request to the database server, 
it may help increase database security. Web browsers and user interfaces are included in clients. 
The intermediary server receives requests from the client, processes them, and sends database 
commands and queries to the database server. It then serves as a conduit for sending the 
database server's processed data to the clients so that it can be further processed and filtered 
before being displayed to the users. As a result, the three layers are the user interface, 
application rules, and data access. The three-tier architecture utilised by suppliers of database 
and other application package is shown in another perspective. Data input is possible and 
information is shown to the user at the presentation layer. Prior to data being given up to the 
user or down to the DBMS, the business logic layer manages intermediary rules and 
constraints. All data management functions are included in the bottom layer. The intermediate 
layer may also function as a web server, retrieving search results from the database server and 
formatting them into dynamic web pages that are accessed by the client-side web browser. 
Typically, the client machine is a PC or mobile device that is online. Moreover, several designs 
have been suggested. In order to create n-tier architectures, where n may be four or five tiers, 
it is feasible to further subdivide the layers that stand between the user and the stored data into 
smaller components. The business logic layer is often separated into many levels. Besides 
spreading code and data over a network, n-tier applications give the benefit that each one tier 
may operate on an appropriate processor or operating system platform and can be handled 
separately. The front-end modules' communication with various back-end databases is 
accounted for by the middleware layer used by vendors of ERP and CRM solutions. 

Sensitive data may now be sent from a server to a client in encrypted form, where it will be 
decoded, with greater safety thanks to advancements in encryption and decryption technology. 
Advanced software or hardware can do the latter. Higher degrees of data protection are 
provided by this technology, but network security concerns are still a serious problem. Large 
volumes of data may be sent from servers to clients through wired and wireless networks with 
the use of various data compression algorithms. 

Database management system classification: A number of factors may be utilised to categorise 
DBMSs. The data model that the DBMS is built upon is the first. The relational data model is 
the primary data model utilised in many modern commercial DBMSs, and the systems built 
using this model are referred to as SQL systems. While the object data model has been used in 
a few commercial systems, it has not been widely adopted. Lately, so-called big data systems 
have used a variety of data models, including document-based, graph-based, column-based, 
and key-value data models. These systems are also referred to as key-value storage systems 
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and NOSQL systems. In database systems built on the hierarchical and network data models, 
many old applications are still in use today. 

Several of the ideas discovered in object databases have been incorporated into the ongoing 
evolution of relational DBMSs, in particular. Object-relational DBMSs are a new type of 
DBMSs as a result of this. Based on the kind of data model, we may divide DBMSs into 
relational, object, object-relational, NOSQL, key-value, hierarchical, network, and other 
categories. 

On the XML model, a tree-structured data model, certain experimental DBMSs are developed. 
These are referred to as native XML DBMSs. XML interfaces and storage have been 
introduced to a number of commercial relational DBMSs' offerings. 

The number of users the system can handle is the second factor used to categorise DBMSs. 
Single-user systems, which are often used with PCs, only support one user at a time. The 
majority of DBMSs are multiuser systems, which enable many concurrent users. 

The number of locations over which the database is dispersed is the third requirement. If the 
data is kept on a single computer location, the database management system is centralised. 
Many users may be supported with a centralised DBMS, but both the DBMS and the database 
are entirely housed on one machine. The actual database and the DBMS software may be spread 
over several locations linked by a computer network in a distributed DBMS. Massively 
distributed big data systems often have hundreds of locations. In order to prevent certain data 
from becoming inaccessible due to site failure, the data is often duplicated over many locations. 

Although heterogeneous DDBMSs allow for various DBMS software to be used at each site, 
homogeneous DDBMSs employ the same DBMS software across all of their locations. 
Moreover, middleware software may be created to access many independent previous 
databases kept under various DBMSs. This results in a federated DBMS, where the 
participating DBMSs are decoupled from one another and have some local autonomy. 
DDBMSs often use client-server architecture. 

Cost is the fourth criteria. It is challenging to provide a cost-based categorization of DBMSs. 
These days, open-source DBMS technologies like MySQL and PostgreSQL are backed by 
extra services from outside companies. The major RDBMS solutions are offered in personal 
versions, which may cost around $100 and include a significant level of functionality, as well 
as free 30-day evaluation copy versions. The massive systems are offered for sale in a modular 
format, with components for handling distribution, replication, parallel processing, mobile 
functionality, and other functions, as well as a significant number of configuration-related 
factors. Also, they are offered for purchase in the form of site licences, which provide limitless 
usage of the database system across any number of copies operating on the client site. Another 
kind of licence places a limit on the number of concurrent users or user seats at a certain site. 
Microsoft Access is one example of a system that has standalone single-user versions that may 
be purchased separately or are included with a desktop or laptop's overall setup. Moreover, new 
data types are supported as well as data warehousing and mining functionalities that are made 
accessible at an additional fee. The yearly cost of installing and maintaining huge database 
systems may reach millions of dollars. 

A DBMS may also be categorised based on the different file storage access route choices 
available. The foundation of one well-known family of DBMSs is inverted file structures. A 
DBMS might be general purpose or have a specific function, too. A special-purpose DBMS 
may be created for a single application where performance is the main priority; such a system 
cannot be utilised for other applications without significant modifications. A lot of the 
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telephone directory and airline reservation systems created in the past serve a specific function. 
These are examples of online transaction processing systems, which have to enable several 
transactions running simultaneously without causing undue delays. 

Let's quickly discuss the data model, which is the primary criteria for categorizing DBMSs. A 
database is represented by the relational data model as a set of tables, where each table may be 
saved as a distinct file. The database has a fundamental relational representation to it. The 
majority of relational databases use the high-level query language known as SQL and only 
partially enable user views. its corresponding languages, operations, and programming 
methods. 

In terms of objects, their characteristics, and their activities, the object data model describes a 
database. A class is made up of objects having the same structure and behaviour, and classes 
are arranged in hierarchies. Each class's operations are described in terms of established 
processes known as methods. Object-relational or extended relational systems are relational 
DBMSs that have expanded their models to include object database ideas and other features. 
Object databases and object-relational systems are covered. 

The following four data models are the most popular ones used as the foundation for big data 
systems. With a key, a value may be accessed relatively quickly in the key-value data model 
since each value is uniquely identified by a key. The JSON-based document data model stores 
the data as documents, which resemble complex objects in certain ways. Objects are stored in 
the graph data model as graph nodes, while interactions between items are stored as directed 
graph edges. Lastly, the column-based data models support different versions of the data and 
keep the columns of rows grouped on disc pages for quick access. We'll go into greater depth 
on a few of them. 

The XML paradigm has become a de facto standard for transmitting data over the Internet and 
has served as the foundation for the implementation of several native XML prototype systems. 
Hierarchical tree architectures are used in XML. It mixes ideas from document representation 
models with ideas from databases. Data is stored as components, and elements may be nested 
to form intricate tree structures by using tags. While this paradigm employs different language, 
it basically parallels the object model. Several commercial DBMS packages now feature XML 
capability. We provide an introduction to XML. 

The network and hierarchical models are two older, historically significant data models that 
are now referred to as legacy data models. In addition to representing a specific sort of 1:N 
connection known as a set type, the network model also represents data as record types. Using 
some pointer linking method in these models, a 1:N connection, also known as a one-to-many 
relationship, connects one instance of a record to many record instances. The record-at-a-time 
language for the network model, also known as the CODASYL DBTG model14, has to be 
integrated into the host programming language. The Network DML was suggested as an 
expansion of the COBOL language in the 1971 Database Working Group Report. Data are 
represented as hierarchical tree structures in the hierarchical model. A number of linked records 
are represented by each hierarchy. The hierarchical model has no official language. The IMS 
system's DL/1 is a well-known hierarchical DML. From 1965 and 1985, it dominated the 
DBMS market for more than 20 years. For a long period, the DML it produced, DL/1, served 
as the industry standard. The group that established the network model and associated language 
is known as CODASYL DBTG, which stands for Conference on Data Systems Languages 
Database Task Group. The Companion to this book contains the network and hierarchical 
models from the second edition. 
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Data Modeling:  The conceptual modelling stage of creating a successful database application 
uses the Entity-Relationship Model. The phrase "database application" often refers to a specific 
database and the related applications that carry out database queries and modifications. For 
instance, programmes that execute database changes matching to client deposits and 
withdrawals might be included in a bank database application that maintains track of customer 
accounts. These applications would provide the application's end users in this case, bank 
customers or bank tellers user-friendly graphical user interfaces employing forms and menus. 
Also, it is becoming typical to provide these systems' user interfaces to bank clients through 
mobile applications on their smartphones. As a result, designing, implementing, and testing 
these application programmes will be necessary for a significant portion of the database 
application. Instead of database design, the development and testing of application programmes 
has traditionally been seen as a component of software engineering. As database design and 
software engineering are two closely connected processes, they are often combined in software 
design tools. Here, we adhere to the conventional method of conceptual database design by 
focusing on the constraints and database architecture. Software engineering courses often 
involve the creation of application programmes. We outline the entity relationship model's 
modelling principles since it is a well-liked high-level conceptual data model. Several database 
design tools leverage the principles of this paradigm and its modifications for the conceptual 
design of database applications. We cover how to construct conceptual schemas for database 
applications using the fundamental data-structuring ideas and limitations of the ER model. We 
also provide ER diagrams, the diagrammatic notation used with the ER model. In both database 
and software design, object modelling approaches like the Unified Modeling Language are 
gaining popularity. These approaches go beyond database design to define thorough 
architecture of software components and their interconnections using different kinds of 
diagrams. Class diagrams1, a crucial component of these approaches, resemble ER diagrams 
in many respects. Along with providing the database schema structure, class diagrams also 
describe actions on objects. As we shall explore, operations may be used to express the 
functional needs during database design. In Section 3.8, we outline some of the UML notation 
and ideas for class diagrams that are especially pertinent to database architecture and make a 
quick comparison to ER notation and ideas. The presentation of more UML notation and ideas. 

Database Design Using High-Level Conceptual Data Models 

An outline of the database design procedure. The gathering and analysis of requirements is the 
first phase that is presented. In order to comprehend and record the data needs of potential 
database users, the database designers conduct interviews with them. This process ends with a 
succinctly expressed list of user needs. These specifications should be provided in the most 
thorough and comprehensive manner feasible. It is helpful to clarify that 1A class is comparable 
to an entity type in many aspects in addition to describing the data needs. 

Application Software: A simplified graphic to demonstrate the basic steps of database design. 
The application's known functional needs. They are made up of the user-defined database 
operations that will be used, such as updates and retrievals. Data flow diagrams, sequence 
diagrams, scenarios, and other methodologies are often used in software design to define 
functional requirements. None of these methods will be covered in length here; you can find 
detailed descriptions of them in books on software engineering. The next stage is to develop a 
conceptual database schema using a high-level conceptual data model once the requirements 
have been gathered and assessed. It is known as conceptual design at this stage. The high-level 
data model's ideas are used to represent the entity kinds, relationships, and restrictions in the 
conceptual schema, which provides a succinct explanation of the users' data needs. These 
notions are often simpler to comprehend and may be utilized to interact with non-technical 
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individuals since they do not require implementation specifics. To make sure that all users' data 
needs are satisfied and that they do not conflict, the high-level conceptual schema may also be 
utilized as a reference. Using this method, database designers may focus on defining the 
characteristics of the data rather than worrying about storage and implementation specifics, 
which makes it simpler to produce an effective conceptual database design. 

The high-level user actions and queries uncovered during functional analysis may be specified 
either during or after the conceptual schema design by using the fundamental data model 
operations. Moreover, it demonstrates that the conceptual schema satisfies all of the stated 
functional criteria. If some functional needs cannot be defined using the basic schema, 
modifications to the conceptual schema may be added. 

The actual implementation of the database using a commercial DBMS is the next stage in 
database design. The relational model, which is used by the majority of commercial DBMSs 
today, is an implementation data model that transforms the conceptual schema from the high-
level data model into the implementation data model. This process, known as logical design or 
data model mapping, produces a database schema that is included in the DBMS's 
implementation data model. The database design tools often automate or partially automate 
data model mapping. 

The physical design phase, which comes last, is when the internal file organization, storage 
structures, indexes, and access pathways are determined for the database files. Parallel to these 
efforts, application programmes that adhere to the high-level transaction standards are written 
and implemented as database transactions. 

---------------------------- 
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This section outlines a sample database application named company that serves as an example 
of how to employ the fundamental ER model ideas in schema creation. Here, we outline the 
database's data needs before introducing the ER model's modelling principles and creating the 
conceptual schema for the database step-by-step. The company database maintains tabs on a 
company's staff, divisions, and initiatives. Let's say the database designers supply the following 
description of the miniature version of the business that will be represented in the database 
after the requirements study and collecting phase. The business is divided up into departments. 
Each department is managed by a certain person and has a distinct name, number, and 
numbering system. We maintain a record of the day the employee started overseeing the 
department. There may be numerous sites for a department. Each project managed by a 
department has a distinct name, a distinct number, and a single location. 

Designing databases and conceptual data modelling 

Data Modeling: The conceptual modelling stage of creating a successful database application 
uses the Entity-Relationship Model. The phrase "database application" often refers to a specific 
database and the related applications that carry out database queries and modifications. For 
instance, programmes that execute database changes matching to client deposits and 
withdrawals might be included in a BANK database application that maintains track of 
customer accounts. These applications would provide the application's end users—in this case, 
bank customers or bank tellers—user-friendly graphical user interfaces employing forms and 
menus. Also, it is becoming typical to provide these systems' user interfaces to BANK clients 
through mobile applications on their smartphones. As a result, designing, implementing, and 
testing these application programmes will be necessary for a significant portion of the database 
application. Instead of database design, the development and testing of application programmes 
has traditionally been seen as a component of software engineering. As database design and 
software engineering are two closely connected processes, they are often combined in software 
design tools. Here, we adhere to the conventional method of conceptual database design by 
focusing on the constraints and database architecture. Software engineering courses often 
involve the creation of application programmes. We outline the entity relationship model's 
modelling principles since it is a well-liked high-level conceptual data model. Several database 
design tools leverage the principles of this paradigm and its modifications for the conceptual 
design of database applications. We cover how to construct conceptual schemas for database 
applications using the fundamental data-structuring ideas and limitations of the ER model. We 
also provide ER diagrams, the diagrammatic notation used with the ER model. In both database 
and software design, object modelling approaches like the Unified Modeling Language are 
gaining popularity. These approaches go beyond database design to define thorough 
architecture of software components and their interconnections using different kinds of 
diagrams. Class diagrams1, a crucial component of these approaches, resemble ER diagrams 
in many respects. Along with providing the database schema structure, class diagrams also 
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describe actions on objects. As we shall explore, operations may be used to express the 
functional needs during database design. In Section 3.8, we outline some of the UML notation 
and ideas for class diagrams that are especially pertinent to database architecture and make a 
quick comparison to ER notation and ideas. The presentation of more UML notation and ideas. 

Database Design Using High-Level Conceptual Data Models: An outline of the database design 
procedure. The gathering and analysis of requirements is the first phase that is presented. In 
order to comprehend and record the data needs of potential database users, the database 
designers conduct interviews with them. This process ends with a succinctly expressed list of 
user needs. These specifications should be provided in the most thorough and comprehensive 
manner feasible. It is helpful to clarify that 1A class is comparable to an entity type in many 
aspects in addition to describing the data needs. 

Application Software: A simplified graphic to demonstrate the basic steps of database design. 
The application's known functional needs. They are made up of the user-defined database 
operations that will be used, such as updates and retrievals. Data flow diagrams, sequence 
diagrams, scenarios, and other methodologies are often used in software design to define 
functional requirements. None of these methods will be covered in length here; you can find 
detailed descriptions of them in books on software engineering. The next stage is to develop a 
conceptual database schema using a high-level conceptual data model once the requirements 
have been gathered and assessed. It is known as conceptual design at this stage. The high-level 
data model's ideas are used to represent the entity kinds, relationships, and restrictions in the 
conceptual schema, which provides a succinct explanation of the users' data needs. These 
notions are often simpler to comprehend and may be utilised to interact with non-technical 
individuals since they do not require implementation specifics. To make sure that all users' data 
needs are satisfied and that they do not conflict, the high-level conceptual schema may also be 
utilised as a reference. Using this method, database designers may focus on defining the 
characteristics of the data rather than worrying about storage and implementation specifics, 
which makes it simpler to produce an effective conceptual database design. 

The high-level user actions and queries uncovered during functional analysis may be specified 
either during or after the conceptual schema design by using the fundamental data model 
operations. Moreover, it demonstrates that the conceptual schema satisfies all of the stated 
functional criteria. If some functional needs cannot be defined using the basic schema, 
modifications to the conceptual schema may be added. 

The actual implementation of the database using a commercial DBMS is the next stage in 
database design. The relational model, which is used by the majority of commercial DBMSs 
today, is an implementation data model that transforms the conceptual schema from the high-
level data model into the implementation data model. This process, known as logical design or 
data model mapping, produces a database schema that is included in the DBMS's 
implementation data model. The database design tools often automate or partially automate 
data model mapping. The physical design phase, which comes last, is when the internal file 
organisation, storage structures, indexes, and access pathways are determined for the database 
files. Parallel to these efforts, application programmes that adhere to the high-level transaction 
standards are written and implemented as database transactions. 

A Model Database Program: This section outlines a sample database application named 
company that serves as an example of how to employ the fundamental ER model ideas in 
schema creation. Here, we outline the database's data needs before introducing the ER model's 
modelling principles and creating the conceptual schema for the database step-by-step. The 
company database maintains tabs on a company's staff, divisions, and initiatives. Let's say the 
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database designers supply the following description of the miniature version of the business 
that will be represented in the database after the requirements study and collecting phase. The 
business is divided up into departments. Each department is managed by a certain person and 
has a distinct name, number, and numbering system. We maintain a record of the day the 
employee started overseeing the department. There may be numerous sites for a department. 
Each project managed by a department has a distinct name, a distinct number, and a single 
location. 

Each employee's name, Social Security number, residence, wage, sex, and birth date will be 
included in the database. An individual may be allocated to one department yet work on a 
number of projects that are not always under the direction of that department. The current 
number of hours per week that each employee spends working on each project, as well as the 
name of each employee's immediate supervisor, must be recorded. For insurance reasons, the 
database will maintain track of each employee's dependents, including their initial names, 
sexes, birthdates, and relationships to the employee. 

Attributes and Entities 

The attributes of Entities. An entity, which is a thing or item in the actual world having an 
autonomous existence, is the fundamental idea that the ER model depicts. An entity may be a 
thing having a conceptual existence as well as a thing with a physical existence. Each thing has 
characteristics, or specific traits, that define it. An employee entity, for instance, may be 
characterised by the person's name, age, residence, job, pay, and benefits. Each person in the 
United States is given a Social Security number, or SSN, which is a special nine-digit 
identification number used to keep track of employment, benefits, and taxes. Similar 
identifying methods, like personal identification card numbers, may exist in other nations. a 
diagram of the firm database's ER structure. 

Simple vs composite, single-valued versus multivalued, and stored versus derived attributes 
are among the several kinds of attributes found in the ER model. We first define these attribute 
types and provide examples to show how they are used. The idea of a NULL value for an 
attribute is then covered. Composite attributes may be used to depict circumstances where a 
user may sometimes refer to the composite attribute as a whole but may instead refer to the 
Single-Valued versus Multivalued Attributes separately. The majority of characteristics only 
have one value for a certain entity; these attributes are referred to as single-valued. Age, for 
instance, is a characteristic of a person with a single value. An attribute may sometimes have a 
range of values for the same object for example, a car's Colors property or a person's College 
degree attribute. Two-tone automobiles have two colour values, while cars with one colour 
have only one. Similar to how one person may not have any college degrees, another could 
have one, and a third might have two or more, various individuals may have various amounts 
of values for the College degrees characteristic. Multivalued characteristics are what they are. 
A multivalued property could have lower and upper limits to limit the number of values that 
each distinct object is permitted to have. For instance, if we believe that a vehicle may only 
have two colours, the Colors property may only be allowed to have one to two values. 

Derived vs. Stored Attributes: 

Sometimes, the values of two attributes—like a person's age and birthdate are connected. The 
current date and the value of the person's Birth date may be used to calculate the Age value for 
a specific person object. The Age property is consequently considered a derived attribute and 
is said to be derivable from the Birth date attribute, which is called a stored attribute. Certain 
property values may be determined by counting the number of workers associated with linked 
entities, like in the case of the attribute Number of employees of a department object. 
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value NULLs. In some circumstances, a certain entity may not have a relevant value for an 
attribute. For instance, an address's Apartment number attribute only applies to addresses that 
are located in apartment buildings; it does not apply to addresses for other sorts of dwellings, 
such as single-family residences. Similar to this, the College degrees characteristic only applies 
to those who have earned a college degree. In certain cases, the special value NULL is 
produced. A single-family address would have NULL for the Apartment number property, 
while a non-college graduate would have NULL for the College degrees attribute. If we don't 
know the value of a property for a certain entity—for instance, if we don't know the home 
phone number—we may alternatively use NULL. The earlier kind of NULL has no 
significance, but the latter's significance is unclear. There are two subcategories that may be 
applied to the NULL category that is unknown. The first situation occurs when it is known that 
an attribute value exists but is absent, such as when a person's Height property is reported as 
NULL. The second situation occurs when it is unsure if the attribute value exists, for as when 
a person's Home phone property is NULL. 

Complicated Qualities. Be aware that composite and multivalued properties may often be 
nested arbitrarily. By showing multivalued attributes within braces and combining the parts of 
a composite attribute's components with parenthesis and commas, we may depict arbitrary 
nesting. Complex qualities are those that fit this description. The attribute Address phone for a 
person may be given as Both Phone and Address are inherently composite properties, for 
instance, if a person can have many residences, each of which can have a single address and 
multiple phones. 

Types of entities and entity sets 

 A database often comprises clusters of related things. A corporation with hundreds of workers, 
for instance, could wish to save identical data on each person. The properties shared by these 
employee entities are the same, yet each entity has a different value for each attribute. An 
assortment of entities with the same properties are referred to as an entity type. The name and 
properties of each entity type in the database serve as a description. employee and company 
are two different entity types, along with a list of some of their properties. Moreover, examples 
of a few distinct entities from each category are shown, together with the values of their 
characteristics. The grouping of every entity of a certain entity type in then We should point 
out that complex attributes are comparable to complex elements in XML for people who are 
acquainted with it. Entity sets or entity collections are what a database is at any one moment; 
despite the fact that these two notions are distinct, the entity set and entity type are often used 
interchangeably. In the database, for instance, the term employee might refer to both a 
particular kind of object and the whole current collection of employee entities. Nowadays, it is 
more typical to refer to the entity type and entity collection separately, for instance in object 
and object-relational data models. 

Major Characteristics of an Entity Type. The key or uniqueness constraint on attributes is a 
significant restriction on the entities of an entity type. Typically, an entity type contains one or 
more properties with values that are unique for every single entity in the entity collection. A 
key attribute is one with values that may be utilized to uniquely identify each item. As no two 
firms are permitted to have the same name, the Name attribute, for instance, is a vital 
component of the company entity. A common key attribute for the person entity type. When 
many characteristics combine to generate a key, the values of the combined attributes must be 
unique for each object. The right approach to express this in the ER model that we describe 
here, if a group of attributes has this trait, is to construct a composite attribute and make it the 
entity type's key attribute. Keep in mind that for such a composite key to possess the uniqueness 
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quality, it must be minimum and include all component properties. It is forbidden to add 
unnecessary properties in a key. 

When an attribute of an entity type is specified as a key, the preceding uniqueness property is 
required to hold for each entity set of the entity type. Hence, it is a constraint that forbids any 
two entities from simultaneously having the identical value for the key attribute. It is a 
restriction on all entity sets of the entity type at all times, not a characteristic of any one entity 
set in particular. The constraints of the miniature world that the database reflects are used to 
determine this key constraint. 

A few entity types contain many primary attributes. For instance, we utilize a notation for ER 
diagrams that is similar to the originally intended notation for each of the Vehicle id and 
Registration properties of the entity type CAR. There are several more notations in use; some 
of them are shown when we provide UML class diagrams later in this article. Further 
diagrammatic notations are also provided in Appendix A. Attribute Value Sets. If the range of 
ages allowed for employees is between 16 and 70, we can specify the value set of the Age 
attribute of EMPLOYEE to be the set of integer numbers between 16 and 70. Each simple 
attribute of an entity type is associated with a value set, which specifies the set of values that 
may be assigned to that attribute for each individual entity. Similar to this, we may define the 
Name attribute's value set as a collection of alphabetic character strings that are spaced apart. 
Value sets are related to the fundamental data types found in most programming languages, 
such as integer, text, Boolean, float, enumerated type, subrange, and others, but are not often 
shown in simple ER diagrams. Yet, UML class diagrams and other diagrammatic notations 
used in database design tools allow the specification of data types and properties. There are 
many more data types used to represent basic database kinds like date, time, and other ideas. 

A preliminary concept for the company Database 

Using the specifications outlined, we can now define the entity types for the company database. 
First, we define a number of entity kinds and their characteristics. Later, once we introduce the 
idea of a relationship, we modify our design. We may determine four entity types, one for each 
of the four things in the specification, based on the criteria mentioned in: 

An entity type DEPARTMENT having properties Name, Number, Locations, Manager, and 
Manager start date. The only multivalued property is locations. Since that both Name and 
Number were designed to be singular, we may say that they are both important qualities. A 
PROJECT entity type having the following properties: name, number, location, and managing 
department. The main characteristics are Name and Number. 

Roles, Relationship Sets, Relationship Types, and Structural Restrictions 

The different entity kinds have a number of implicit connections with one another. In actuality, 
a connection occurs anytime an attribute of one entity type links to another entity type. For 
instance, the attribute Manager of department designates a manager of the department; the 
attribute controlling department of project designates the department that controls the project; 
the attribute Supervisor of employee designates a supervisor of another employee; the attribute 
Department of employee designates the department for which the employee works; and so 
forth. These references need to be expressed as relationships rather than attributes in the ER 
model. The original company database schema from will be improved in order to clearly reflect 
relationships. Relationships are often represented as characteristics in the early design of entity 
types. These properties are transformed into relationships between entity types when the design 
is developed. 
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As each participating entity type name may be used as the role name, role names are 
theoretically not required for relationship types when every participating entity type is 
different. The same entity type may, however, take part in a relationship type more than once 
and in various capacities. In these situations, it is crucial to identify the significance of each 
participating entity's function by using the role name. 

Binarity Relationship Type Restrictions 

The combinations of entities that may be included in a relationship set are often constrained by 
the relationship type in question. These limitations are established by the little world that the 
interactions represent. We would want to define this restriction in the schema, for instance, if 
the organisation mandates that each employee work for only one department. Cardinality ratio 
and participation are the two primary categories of binary relationship restrictions. 

Binary Connection Cardinality Ratios. The maximum number of relationship instances in 
which an entity may take part is determined by the cardinality ratio for a binary connection. 
For instance, in the binary relationship type WORKS FOR, Department: Employee has a 
cardinality ratio of 1:N, implying that although each employee may be associated to one or 
more departments, each department may be related to any number of workers. This indicates 
that a certain department object may be associated to any number of workers with the 
relationship type WORKS FOR. An employee, however, may only be connected to a single 
department at a time. Binary relationship types may have cardinality ratios of 1:1, 1:N, N:1, or 
M:N. 

Employee Manages Department 

There can only be one department overall and one manager per department. As an employee 
may work on several projects at once and a project may have multiple workers, the relationship 
type WORKS ON has a cardinality ratio of M: N. 

In ER diagrams, the numbers 1, M, and N are shown on the diamonds to denote the cardinality 
ratios for binary relationships. You'll see that we have the option to indicate either no maximum 
or a maximum of one participant in this notation. The designer may define a precise maximum 
number of participants, such as 4 or 5, using an alternate notation. Limitations on participation 
and dependence on existence. The participation constraint states whether an entity's existence 
is contingent upon its connection (through the relationship type) to another entity. Often 
referred to as the minimum cardinality constraint, this restriction determines the minimal 
number of connection instances in which each item may take part. We provide examples of 
both the complete and partial forms of participation limits. An employee entity can only exist 
if it participates in at least one WORKS FOR relationship instance if a corporate policy 
stipulates that every employee must work for a certain department. As every entity in the whole 
set of employee entities must be connected to a department entity through works FOR, this 
involvement of EMPLOYEE in WORKS FOR is known as complete participation. Complete 
involvement is often referred to as existence reliance. The participation of EMPLOYEE in the 
manages relationship type is partial in 3.12 because we do not anticipate that every employee 
will manage a department. This means that some or a portion of the set of employee entities 
may be related to a department entity via MANAGES, but not necessarily all of them. The 
cardinality ratio and participation requirements will be referred to together as a relationship 
type's structural constraints. 

Characteristics of Relationship Types 
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Similar to entity types, relationship types may also contain properties. For instance, we might 
insert an element called Hours for the WORKS ON relationship type to track the amount of 
hours each week that a certain employee spends working on a specific project. Another 
example is to use the property Start date for the MANAGES relationship type to reflect the day 
a manager began overseeing a department. 

Be aware that one of the involved entity types may accept characteristics from 1:1 or 1: N 
relationship types. For instance, while logically it belongs to MANAGES, the Start date 
element for the MANAGES relationship might be an attribute of either EMPLOYEE or 
DEPARTMENT. This is due to the fact that MANAGES is a 1:1 connection, meaning that 
each department or personnel entity may only engage in one relationship instance at a time. As 
a result, either the participating department entity or the participating employee entity may 
decide on the value of the Start date property individually. A relationship attribute may only 
be migrated to the entity type on the N-side of the relationship for a 1:N relationship type. This 
property may be added as an attribute of EMPLOYEE if the WORKS FOR relationship also 
has the value Start date, which details when an employee first began working for a certain 
department. This is due to the fact that each employee may only engage in one relationship 
instance in WORKS FOR and can only work for one department at a time, but a department 
might have several workers, each with a distinct start date. The choice of whether to include a 
relationship attribute as a relationship type attribute or as an attribute of a participating entity 
type is made subjectively by the schema designer for both 1:1 and 1:N relationship types. 
Certain properties for M: N relationship types may be decided by the amalgamation of 
participating entities in a relationship instance rather than by any one participating entity. These 
characteristics must be identified as relationship characteristics. One such instance is the Hours 
attribute of the M: N connection WORKS ON; it is the combination of the employee and project 
that determines how many hours per week an employee is presently working on a project, not 
each entity alone. 

Weak Entity Types 

Weak entity types are those that lack essential properties of their own. Strong entity types, in 
comparison, are normal entity types that do contain a key property and consist of all the 
instances mentioned up to this point. Being connected to certain entities from another entity 
type in conjunction with one of its attribute values identifies entities as belonging to a weak 
entity type. The relationship type that connects a weak entity type to its owner is known as the 
identifying relationship of the weak entity type. We refer to this other entity type as the 
identifying or owner entity type. As a weak entity cannot be recognised without an owner 
entity, a weak entity type always has a whole participation restriction with regard to its 
identifying relationship. Yet not all existence dependencies lead to weak entity types. Even 
though it has its own key and is thus not a weak entity, a DRIVER LICENSE entity cannot 
exist unless it is associated to a PERSON entity. 

To maintain track of each employee's dependents, a 1:N connection between the entity types 
dependent and employee is employed. The characteristics of dependent in our example are 
Name, Birth date, Sex, and Relationship. Even if by accident two dependents of two different 
workers had the same values for Name, Birth date, Sex, and Relationship, they are still separate 
individuals. Only after identifying the specific employee entity to whom each dependant is tied 
are they recognised as independent entities. The dependent entities that are connected to each 
employee entity are referred to as belonging to it. 

A characteristic that may specifically identify weak entities that are connected to the same 
owner entity is called a partial key, and it is often included in weak entity types. The attribute 
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Name of DEPENDENT is the partial key in our case if we believe that no two dependents of 
the same employee would ever have the same first name. In the worst situation, the partial key 
will be a composite attribute of all the characteristics of the weak object. 

Complex attributes may sometimes be used to indicate weak entity types. A multivalued 
composite element having the component characteristics Name, Birthdate, Sex, and 
Relationship might be specified for employee in the example above as Dependents. The 
database designer determines which representation to employ. If the weak entity type 
participates independently in relationship types other than its identifying relationship type, one 
criteria that may be utilized is to choose the weak entity type representation. 

 

---------------------------- 
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In the mini-world, it might be challenging to pick which notion to represent as an entity type, 
an attribute, or a relationship type. The construct that should be used in a given circumstance 
is briefly described in this section. The schema design process should be seen generally as an 
iterative refinement process, where an initial design is generated and then iteratively revised 
until the best appropriate design is obtained. The following are some examples of refinements 
that are often used: 

When it is discovered that the attribute represents a reference to another entity type, a notion 
may be first represented as an attribute and subsequently developed into a relationship. It often 
happens that a pair of inversely related qualities gets further refined into a binary connection. 
We went into great length on this kind of improvement. In order to minimize duplication and 
redundancy, it is necessary to keep in mind that in our notation, Structural Restriction on 
Participation of E in R, once an attribute has been replaced by a relationship, the attribute itself 
should be deleted from the entity type. 

Ideas of Knowledge Representation, Data Abstraction, and Ontology 

In this part, we go over a few modelling ideas in general that we covered in detail previously 
in this article when we presented the ER and EER models. When referring to knowledge 
representation, this language is utilized both in conceptual data modelling and in literature on 
artificial intelligence. The parallels and contrasts between conceptual modelling and 
knowledge representation are discussed in this part, along with some alternative nomenclature 
and a few new ideas. 

By developing an ontology that specifies the ideas of the domain and how these concepts are 
connected, KR approaches aim to build concepts for properly representing a particular area of 
knowledge. The ontology is used to store and manipulate information in order to draw 
conclusions, make choices, or provide answers. While semantic data models and KR share 
certain objectives, there are also significant parallels and distinctions between the two fields: 

Both disciplines use an abstraction technique to highlight shared characteristics and crucial 
features of the mini-items world's while excluding minor variations and irrelevant particulars. 

For describing data and expressing knowledge, both disciplines provide ideas, relationships, 
restrictions, operations, and languages. KR often covers more ground than semantic data 
models. KR systems represent several types of knowledge, including rules, partial and default 
knowledge, as well as temporal and geographical information. Several of these notions are 
being added to database models. 

KR systems include reasoning components that draw conclusions about other facts from those 
in a database. As a result, although the majority of existing database systems can only respond 
to direct inquiries, knowledge-based systems that use KR schemes may also respond to 
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questions that draw conclusions from the stored data. Inference techniques are being added to 
database technology. 

Although most data models focus on displaying database schemas, or meta-knowledge, KR 
schemes often combine the two in order to enable flexibility in the depiction of exceptions. 
When various KR schemes are used, there are often inefficiencies, particularly when compared 
to databases and when a lot of structured data has to be kept. 

We now talk about four abstraction ideas: categorization and instantiation, identification, 
specialization and generalization, and aggregation and association. These concepts are 
employed in semantic data models, such the EER model, as well as in KR schemes. 
Classification and instantiation, as well as generalization and specialization, are inverses of one 
another. Aggregation and association are similarly related ideas. To better comprehend the 
process of data abstraction and the associated task of conceptual schema design, we talk about 
these abstract notions and how they connect to the concrete representations utilized in the EER 
model. We wrap off the section by giving a quick overview of ontology, which has been 
popular in recent work on knowledge representation. 

Instantiation and Classification 

In the categorization process, related objects and entities are methodically assigned to object 
classes and entity types. Instead of describing or analyzing individual objects, we may now do 
it using classes. To make learning about an object's characteristics easier, groups of objects 
with similar kinds of attributes, connections, and constraints are grouped into classes. The 
creation and detailed analysis of unique objects belonging to a class are referred to as 
instantiation, which is the opposite of categorization. The UML diagrams offer a type of 
instantiation by allowing the presentation of individual objects, but EER diagrams do not show 
instances. This functionality was not included in our overview of UML class diagrams. 

In general, a class's objects need to have a same type structure. However certain objects could 
have characteristics that aren't shared by the other objects in the class. These exception objects 
must also be represented, and KR schemes provide a wider range of exceptions than database 
models. Moreover, KR schemes provide class attributes that apply to the class as a whole rather 
than to specific objects. Class attributes may also be specified in UML diagrams. 

According to their fundamental characteristics and connections, entities are categorised into 
several entity kinds in the EER model. Based on further similarities and differences, entities 
are further divided into subclasses and categories. Relationship categories are used to 
categorise relationship occurrences. The many notions employed for categorization in the EER 
model are therefore entity types, subclasses, categories, and relationship types. Class attributes 
are not expressly covered by the EER model, although they may be. In UML, items are 
categorised into classes, and both class attributes and specific objects may be shown. Multiple 
categorization systems, where one class is an instance of another, are supported by knowledge 
representation models. Since there are only two levels in the EER model—classes and 
instances—this cannot be explicitly reflected in the model. In contrast to certain KR systems, 
where an extra class/instance link may be explicitly expressed in a class hierarchy, the EER 
model only has a superclass/subclass relationship between classes. It is possible for an instance 
to belong to more than one class, enabling multi-level categorization systems. 

Identification: Identification is the abstraction process via which classes and objects are given 
a unique identifier. A whole class inside a schema, for instance, is uniquely identified by its 
class name. To distinguish different object instances using object IDs, an extra technique is 
required. Also, it is important to locate different manifestations of the same real-world Item in 
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the database. We create a provision at design time for suitable cross-referencing to provide this 
identification, it is impossible to determine that these two database objects reflect the same 
real-world entity. Identification is thus required on two levels: 

1. To differentiate between various database kinds and objects. 
2. To recognise database items and link them to their equivalents in reality. 

According to the EER paradigm, a set of distinctive names for each schema construct is used 
to identify them. Each class in an EER schema, whether it be an entity type, a subclass, a 
category, or a relationship type, for instance, must have its own unique name. A specific class's 
attribute names must also be unique. Moreover, guidelines are required for clearly 
distinguishing attribute name references inside a specialization or generalization lattice or 
hierarchy. 

The values of important attributes are utilized at the object level to differentiate between 
entities of a certain entity type. Entities are recognised for weak entity types by a combination 
of their own partial key values and the entities in the owner entity type to which they are 
associated. Depending on the selected cardinality ratio, relationship instances may be 
recognised by a variety of the entities to which they relate. 

Generalization vs Specialization: The division of an object class into more specific subclasses 
is the process of specialisation. The opposite of generalising many classes into a higher-level 
abstract class that contains the objects in all of these classes is generalisation. Generalization 
is the synthesis of concepts, while specialisation is the refining of concepts. The EER paradigm 
uses sub-classes to symbolise specialisation and generalisation. A relationship, often known as 
an IS-A relationship, is the connection between a subclass and its superclass. 

Aggregation and Association: Building composite items from their component objects is 
accomplished using the abstraction notion of aggregation. This idea may be connected to the 
EER model in three situations. In the first scenario, we combine attribute values of an object 
to create the whole object. When we display an aggregate connection as an ordinary 
relationship, that is the second scenario. The third scenario includes the potential of aggregating 
items connected by a specific connection instance into a higher-level aggregate object, 
something that the EER model does not expressly provide. When the higher-level aggregate 
item is itself connected to another object, this may be advantageous. The connection between 
primitive objects and their aggregate object is known as is-a-part-of, while the converse 
relationship is known as is-a-component-of. All three methods of aggregation are supported by 
UML. 

Semantic Web and ontologies: The quantity of digital data and information accessible on the 
Web has exploded in recent years. There are several models and formats utilised. Several pieces 
of information are kept in the form of documents in addition to the database models. 

Proper information representation in ER databases does. The Semantic Web is one continuing 
initiative that aims to enable meaningful information transmission and search across computers 
on the Web. It does this by aiming to build knowledge representation models that are highly 
generic. Ontology, which is closely connected to knowledge representation, is seen to be the 
most promising foundation for realising the Semantic Web's objectives. We provide a quick 
overview of ontology in this part and discuss how it may be used as a foundation to automate 
information interpretation, search, and sharing. 

So, it may be seen as a means to explain the understanding of a particular community about 
reality. The study of ontologies makes an effort to define the ideas and connections that are 
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feasible in reality using some shared language. The sciences of philosophy and metaphysics 
gave rise to ontology. A conceptualization's specification is one of the definitions of ontology 
that is often utilised. 

According to this definition, a conceptualization is the group of ideas and connections used to 
represent the aspect of reality or body of information that a user community finds interesting. 
The terminology and linguistic constructs that are utilised to describe the conceptualization are 
referred to as specification. Both specification and conceptualization are included in the 
ontology. For instance, two distinct ontologies might result from the same idea being expressed 
in two different languages. There is disagreement about the precise definition of an ontology 
based on this broad notion. These are some potential approaches to define ontologies: 

The links between words that represent diverse ideas are described in thesaurus. 

A taxonomy explains the relationships between ideas in a certain field of knowledge using 
patterns like to those found in specialisation or generalisation. Some people think of a thorough 
database schema as an ontology that specifies the ideas and connections in a miniature version 
of reality. A logical theory attempts to describe concepts and their connections using ideas from 
mathematical logic. Typically, terms like entities, characteristics, connections, specialisations, 
and other terms that we discuss in conceptual modelling are used to define ontologies. The 
major distinction between an ontology and, for example, a database schema is that, in order to 
store and manage data, the schema is often restricted to representing a tiny portion of a 
miniature version of reality. An ontology is often seen as being broader in that it makes an 
effort to thoroughly characterise a portion of reality or a field of interest. 

Relational Database Constraints and the Relational Data Model 

Due to its clarity and logical underpinning, Ted Codd of IBM Research's iconic article from 
1970 that initially proposed the relational data model garnered a lot of attention. The theoretical 
foundation of the model is first-order predicate logic and set theory. Its primary building block 
is the idea of a mathematical connection, which resembles a table of values. Here, we go 
through the fundamental attributes of the model and its limitations. 

The SQL/DS system on the MVS operating system of IBM and the Oracle DBMS were among 
the first relational model implementations that were made available commercially in the early 
1980s. Since then, the paradigm has been used in a significant number of both open source and 
commercial applications. Commercial relational DBMSs that are currently in use include DB2, 
Oracle, Sybase DBMS, SQL Server, and Microsoft Access. There are also a number of open 
source databases, including MySQL and PostgreSQL. The relational model is crucial, thus the 
whole of Part 2 is dedicated to it. Some of the languages connected with it, such SQL, which 
is a complete model and language and the industry standard for relational DBMSs. These two 
formal languages are related to the relational model and together with the relational calculus. 
The relational algebra is employed in the internals of many database systems for query 
processing and optimization, and the relational calculus is thought to provide the foundation 
for the SQL language. 

Comprehensive Threat Management 

Integrated threat management is the development of standalone security systems into a solitary, 
integrated solution that is often less expensive, simpler to set up, and easier to maintain. You 
will wonder why you do not have a similar console at home after you combine management, 
updates, reporting, and analytics into one console. This will explain what an ITM solution is, 
its advantages and disadvantages, what to look for, and how to choose a solution. The will 
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conclude by sharing some lessons gained that may be used to prevent some of the frequent 
problems and weaknesses in a standard ITM solution. 

ITM is often mentioned in information security publications and at trade shows. The next 
vendor may be promoting "unified threat management" or even "universal threat management" 
inside the same magazine or across the aisle. This covers what they are, what they mean for an 
organisation, how to evaluate solutions, what to look for, and lessons gained. Even if you don't 
currently plan on implementing an integrated or unified solution, this gives you a strong 
foundation to fully comprehend and use this cutting-edge technology in the future. 

All three forms of threat management integrated, unified, and universal have essentially the 
same implementations and objectives; only the names differ because different vendors picked 
them. We shall use the term "integrated threat management" to maintain consistency 
throughout this. 

Let's start by looking at the definition of ITM and the benefits it offers businesses. ITM is first 
concerned with dangers that might harm an organisation. A threat is anything that might 
threaten or have an impact on an organization's infrastructure. The threat component also takes 
into account probability and effect factors when employed quantitatively. It may be a harmful 
payload sent by HTTP or email, or it might be a "0-day" infection that antivirus software 
developers haven't yet seen. It might be a phishing site with accompanying emails asking users 
to visit the site to confirm their account details, or it could be a polymorphic worm that regularly 
changes its signature in order to get past firewalls and attack the next victim. 

By definition, an ITM platform should defend an organization against all of these dangers and 
provide a system for managing and monitoring the ITM. The following capabilities of the 
platform might be used to counter these threats: 

1. A system for detecting intrusions or one for preventing them 
2. Antivirus programme 
3. Anti-spyware programme 
4. Filtering of unsolicited commercial e-mail 
5. Email and instant message content control using content filtering 
6. Filtering of uniform resource locators, which may include acting as a Web cache proxy 
7. Firewalls 
8. Connection to a virtual private network 

The fact that nearly any product with the integrated mix of functions indicated above may be 
and probably has been referred to as an ITM solution in the absence of a well-defined standard 
for ITM is significant. Thankfully, if you follow the instructions provided under "Evaluating 
an ITM Solution," you will discover how to recognise and include the elements that are 
significant and pertinent to your ITM needs. 

ITM: The information security life cycle inside a typical organization is extended by the ITM 
platform. You may remember that many firms initially had very basic IDS capabilities that 
worked in conjunction with an already installed firewall at the perimeter. A few IDS employees 
kept an eye out for abnormalities on several consoles, and they responded appropriately in 
response to the alerts the consoles generated. We were able to recognise longer-term, more 
complex, and professional-style assaults as a result of the development of an event correlation 
function that was more beneficial and effective as technology advanced. The development of 
IPSs, which enabled connections that the user or the system believed to be a danger to the 
environment of the system, occurred roughly concurrently with the developments in event 
correlation. The ITM platform is the next level of progression, allowing management and 
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monitoring of all security appliances, not only firewall and IDS data. It is crucial to recognise 
the functional overlaps and differences between an effective enterprise risk management 
programme and an ITM programme, which are two distinct but related programmes. 

An ERM programme is an enterprise-wide perspective of the risks affecting a company that is 
regularly measured. An effective ERM programme assesses and analyses risks from several 
angles, including financial, operational, reputational, and strategic. The operational component 
of enterprise risk, which covers the logical and physical security threats of a company, is one 
of its most dynamic features. One of the numerous inputs needed to support an effective ERM 
programme is provided by having a strong ITM programme. Despite the fact that it is quite 
feasible to have a successful ERM programme without an ITM programme, it greatly 
streamlines the data collection and maintenance for one part of the programme. 

Returning to the ITM topic, the platform as a whole consolidates the component life-cycle 
operations rather than requiring that all components be produced by the same business. They 
include the following actions: 

1. Deployment and implementation 
2. Management 
3. Reporting 
4. Maintenance  

Seldom does a single company create a product that is the greatest in its class in every 
endeavour. We'll see that an ITM solution may contain parts from many manufacturers and 
combine them using a whole different third-party tool, or it can use management of various 
parts to create an integrated solution. As an alternative, a company may decide to create its 
own integrated solution, depending on the framework provided by the separate components to 
meet all of its requirements. An ITM solution often incorporates various IT security 
components inside the infrastructure, as has been seen above. Think about the condensed 
network, which shows the elements of an average organization's IT security. Architectures that 
may support an ITM programme are equally feasible. The firewall, VPN, antispyware, 
antivirus programme, and IDS solution are each unique solutions in this case and are 
maintained separately. 

The conventional solution's functions are consolidated into a single, integrated solution in a 
typical ITM solution. A typical ITM design may incorporate two ITM devices to provide high 
availability and load-balancing needs. This is both conceivable and probable. The 
administration functions, individual engines, event data, and configuration data of an ITM 
system are its essential elements. 

Given that IT support staff would be required to administer and maintain the system, the 
administration of an ITM solution is one of the most important aspects of the solution. The 
following should be a part of the cohesive and closely linked module that houses the ITM 
management functions: 

1. A dashboard that is easily customizable to the person doing the monitoring and clearly 
displays the overall operational efficiency, significant events, and ITM tasks that need 
attention and action.  

2. The capacity to execute queries that may be ad hoc or predefined by the vendor and 
defined by the organisation 

3. The capacity to prioritise traffic or operations by throttling traffic or reallocating 
computing power 

4. The capability of allocating and managing user accounts, jobs, and duties 
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5. Support for many concurrent sessions to control and watch events and the device 

The management component's maintenance and update tasks should concentrate on 
maintaining the ITM platform, including the interfaces for database backups, restoration, and 
repair. This is quite crucial, and it should also have facilities for data preservation. More 
significantly, however, it should provide a reliable way to retrieve and access the preserved 
data. A useful aspect of the ITM platform would be the identification of which specific tapes 
we need to recall and then a simple method to examine the data after it has been recalled, for 
instance, if we need to retrieve the data from four months ago that has been archived on tape 
and kept off-site. 

The work-doing processing engines are the centre of an ITM system. The management function 
uses the antivirus engine, firewall engine, and maybe reporting engine as the core of the system 
to provide an integrated solution. Regardless of whether the engines are shared, independent, 
commercial, or private, the client normally cares about making sure that their needs are met 
both during regular and busy times. 

The correlation of the data gathered and processed across the engines is one of the most 
beneficial and desired features of an integrated system. Think about a seemingly benign email 
that would normally go via an antivirus system. An integrated solution can use a combination 
of antivirus, antispyware, unsolicited commercial e-mail filtering, and other security engines 
to detect the blended threat and prevent it from entering the network if the message has an 
HTML-based attachment that contains a Trojan or other malicious payload. 

The management console can typically identify threats across a wider range of attack types as 
part of the correlation functionality of an ITM, which can lead to a more effective response. It 
can also look at the destination of multiple attack types to develop an appropriate response to 
ensure that the organization's assets are appropriately protected. 

In both cases, the examination of aggregated data, which is generally impossible to discover 
from a single vantage point, is made possible by the combining of data from many sources. It 
is crucial to keep in mind, nevertheless, that the majority of ITM systems don't function as a 
full-fledged security event management system, instead concentrating on the organization's 
active defence. Although the ITM's main strength is the correlation and analysis of the data, 
for such firms, adopting a more powerful SEM solution that incorporates it may be better. 

A database engine is often responsible for preserving the events that the ITM solution detects 
and generates. An almost infinite variety of events may be registered, saved, or analysed 
depending on user settings kept in the configuration database. Many instances include: 

1. VPN users that were authorised and connected to the intranet properly but whose 
packets were dropped by the firewall. 

2. Emails that were sent with a certain pattern and that were recorded in line with the 
criteria. 

3. The origins of unwanted commercial e-mail. 

The database could be a proprietary solution that can only be used using vendor-provided 
interfaces or might not even be directly accessible. For scalability and flexibility difficulties, 
some manufacturers use commercially available databases on different systems. These 
databases may or may not have adequate interfaces, and they may or may not need extra tuning 
and maintenance. 

The configuration database that maintains user preferences, user accounts, roles and 
responsibilities, and other system configuration data is often used by the engines and 



 
 

57 Database and Information Security 

administration interface. This information is what keeps the system in its present condition. 
The ITM solution may provide a unified interface to manage configuration information, but it 
may also use one or more databases to store the information, depending on the extent of 
integration by the vendor. 

It need to be expandable. Functions that facilitate the development and deployment of new 
components should be included in an ITM platform. Including data and analytics from a 
desktop antivirus solution, for instance, shouldn't need a total rewriting of the code, but rather 
potentially a small incremental increase in licence fees. A well-designed ITM console should 
be able to receive, correlate, and analyse the data that is provided by devices and other 
platforms via a specified and supported interface. 

The back-end or "output" side should be included in the extensibility of the ITM solution as 
well, not only the front-end or "input" side. The ITM solution and the built-in capabilities may 
be used by many businesses to send notifications to the right people who will carry out more 
research or gather more data. Some businesses may want to integrate the ITM solution with 
their issue ticketing or dispatching software. The ITM solution's output may need to be 
analysed and considered as a decision-making factor depending on the organisational 
requirements. 

The creation of measurements and reports that demonstrate the ITM platform's overall 
effectiveness will rank among its most crucial features from the perspective of senior 
management. The following metrics are typical: 

1. Total threats faced plus newly discovered threats 
2. efficiency of addressing new dangers 
3. created trouble tickets 
4. Closed trouble tickets 
5. Coffees drunk while debugging the ITM device 

Well, so the last one was a joke, but it's vital to understand that even if metrics are crucial to 
the ITM platform and the company, one shouldn't go overboard with producing data just for 
the sake of producing data. In order to monitor success, identify areas of the ITM programme 
that need to be improved or that need further assistance, and, most importantly, to gauge 
compliance with current company rules and laws, metrics and reports should be created. 

ITM solutions are more complex than simply a box and some management tools. The ITM 
solution must be integrated into the current security programme, even if a separate IT security 
programme devoted to it may not be required. The following topics should be covered by an 
efficient programme: 

1. Several roles' responsibilities in supporting and maintaining the solution. 
2. the requisite education and experience for the different positions. 
3. How patches, datable updates, operating system upgrades, etc. are applied to the 

system. 
4. Processes for requesting, checking out, approving, and putting changes—like 

modifications to firewall rules and content monitoring standards—into effect. 
5. The necessary standards, rules, practises, and procedures to support and oversee the 

solution. It is crucial to evaluate or create a policy as part of the adoption of an ITM 
system so that employees are aware of the actions that are tracked and documented. 
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What aspects of the system are tracked and detailed in the metrics and reports? It is important 
to consider how the metrics and reporting data are utilized to improve the ITM solution's 
effectiveness and efficiency. 

How reports and alarms are handled when they are received, rectified, and finally closed. The 
interface, if any, between the ITM solution and any system used to support a reaction to a threat 
that is identified should be addressed by the ITM software. This is not a comprehensive list of 
ITM solution components, but it may be used as a starting point to build a programme that can 
change and advance as needed. By ensuring that the ITM programme is fully functioning and 
obtaining the necessary support from senior management, the programme also helps to drive 
and support IT governance. 

The ITM programme should also include an evaluation of the IT security of the deployment to 
gauge compliance with institutional regulations and industry best practises. The evaluation 
should go over the ITM appliance or infrastructure to find any vulnerabilities that have been 
created, look over the rules that have been put in place, and confirm that the ITM device is 
correctly evaluating and processing the rules. Lastly, frequent inspections and audits of the 
ITM infrastructure should be planned as part of the ITM programme. 

Benefits and Drawbacks of ITM Solutions 

The development and operation of an effective ITM programme has a variety of advantages. 
Consolidation, which often increases cost and complexity, simplicity of administration, and 
integrated reporting are a few of these advantages. While an ITM system has many advantages, 
there are some disadvantages as well, such as a lack of flexibility and possible performance 
problems if scaled improperly. 

Consolidating several components and functions into a single, integrated solution is one of the 
most apparent and noticeable advantages of an ITM solution and one of the most often cited 
reasons by ITM suppliers. A single device or solution that combines many tasks is likely to 
result in both upfront and continuing cost reductions. 

An ITM system's initial "capital" costs are often lower than the costs of the individual 
components that make up the solution. By switching from five or six suppliers to one ITM 
provider, licencing and other vendor-related costs may be minimised. By economies of scale 
and the usage of standard hardware and software, the price of the appliance is often far lower 
than the sum of its parts. Also, a single appliance or solution often has lower maintenance costs 
than its individual parts, which results in ongoing cost savings throughout the course of the 
product's lifespan. 

When the business eventually need another feature offered by the ITM solution, adding it to a 
purchase order and installing a licence key it got through email might suffice. It alone may 
often save the company weeks of labour and a significant sum of money. Rearchitecting the 
network and laborious vendor assessment and negotiation will probably not be necessary, even 
if new policies and inputs may be required. 

The cost of housing the components in the data centre is an often disregarded component of 
cost reduction. Some businesses charge back data centre expenditures to the company, much 
like conventional real estate expenses. Think about the significant cost savings that would 
result from replacing many boxes that took up rack space with a single device that performed 
similar tasks. Moreover, total power usage and cooling expenses, two significant expenditures 
in data centres today, will be lowered. The ability to retrofit many devices to a single solution 
or the addition of a single box that previously would have required half of a rack is a huge 
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benefit to a data centre that is already operating at full capacity with its current equipment. 
Installing an extra equipment rack or keeping equipment in numerous places increases 
expenses, complexity, and administrative burden. 

The core of an ITM system is its work-doing processing engines. The management function 
employs the antiviral engine, firewall engine, and maybe reporting engine as the foundation of 
the system to deliver an integrated solution. The customer often concerns about making sure 
that their requirements are satisfied during both quiet and busy periods, regardless of whether 
the engines are shared, autonomous, commercial, or private. 

One of the most advantageous and desirable characteristics of an integrated system is the 
correlation of the data acquired and processed across the engines. Consider an apparently 
innocent email that would typically be scanned by an antivirus programme. If the message has 
an HTML-based attachment that contains a Trojan or other malicious payload, an integrated 
solution can use a combination of antivirus, antispyware, unsolicited commercial e-mail 
filtering, and other security engines to detect the blended threat and prevent it from entering 
the network. 

As part of the correlation functionality of an ITM, the management console can often detect 
risks across a larger spectrum of attack types, which may result in a more efficient response. 
In order to craft a suitable reaction and guarantee that the organization's assets are adequately 
safeguarded, it may also take a look at the target of various attack types. 

In both instances, merging data from many sources allows for the evaluation of aggregated 
data, which is often hard to find from a single point of view. It is important to remember, 
however, that the bulk of ITM systems focus on the organization's active defence rather than 
serving as a full-fledged security event management system. While the correlation and analysis 
of the data are the ITM's key strengths, for many businesses, choosing a more potent SEM 
solution that integrates it would be preferable. 

The events that the ITM solution creates and detects are often stored using a database engine. 
Depending on user preferences stored in the configuration database, an almost endless number 
of events may be recorded, preserved, or examined. In many cases, VPN users who were 
authorised and correctly connected to the intranet had their packets discarded by the firewall. 

Emails that followed a pattern and that were logged in accordance with the standards used to 
identify the sources of unsolicited commercial e-mail. The database can be a proprietary 
solution that can only be accessed via interfaces given by the vendor, or it might simply be 
inaccessible. Several firms employ commercially accessible databases on diverse platforms to 
solve scalability and flexibility problems. These databases could or might not have functional 
interfaces, and they might or might not need further tweaking and upkeep. 

The engines and administration interface frequently use the configuration database that keeps 
track of user preferences, user accounts, roles and responsibilities, and other system 
configuration data. The system is maintained in its current state thanks to this information. 
Depending on the degree of integration by the vendor, the ITM solution may utilise a single 
interface to handle configuration information, but it may also use one or more databases to 
store the information. 

It must be able to be expanded. An ITM platform should include features that make it easier to 
design and use new components. For example, adding data and analytics from a desktop 
antivirus solution shouldn't need completely rewriting the code; instead, there may be a tiny 
incremental increase in licence costs. The data produced by devices and other platforms should 
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be able to be received, corroborated, and analysed by an ITM console that is well-designed and 
has a supported interface. 

The ITM solution's extensibility should not only apply to the front-end or "input" side, but also 
to the back-end or "output" side. Many firms may utilise the ITM solution and the built-in 
features to send alerts to the appropriate individuals who will do more study or collect more 
data. Some companies may wish to connect their problem ticketing or dispatching software 
with the ITM solution. Depending on the organisational needs, it can be necessary to analyse 
and take into account the output of the ITM solution. 

Senior management will consider the development of metrics and reports that show the ITM 
platform's overall efficacy as one of its most important elements. Typical metrics include the 
following: 

1. Together with the risks that have already been encountered 
2. Effectiveness in tackling new threats 
3. Making problem tickets 
4. Closed support tickets 
5. Coffee consumed during ITM device debugging 

The final one was a joke, but it's important to realise that even while metrics are important for 
the ITM platform and the business, one shouldn't produce data excessively simply for the 
purpose of creating data. Metrics and reports should be developed to track progress, pinpoint 
ITM programme components that need improvement or further support, and—most 
importantly—to determine compliance with existing corporate regulations. 

ITM solutions consist of more than just a box and a few management tools. Even if a dedicated 
IT security programme may not be necessary, the ITM solution must be included into the 
present security programme. An effective programme should cover the following subjects: 

1. Many positions have duties related to sustaining and supporting the solution. 
2. The necessary training and work experience for the various professions. 
3. How the system is updated with patches, datable updates, operating system upgrades, 

etc. 
4. Protocols for submitting, reviewing, and implementing changes, such as updates to 

firewall rules and content monitoring standards. 
5. The requirements for supporting and regulating the solution, including the standards, 

laws, customs, and practises. In order for workers to be aware of the activities that are 
monitored and recorded, it is essential to assess or develop a policy as part of the 
deployment of an ITM system. 

In the metrics and reports, what elements of the system are monitored and described in depth. 
It is crucial to think about how the metrics and reporting data will be used to raise the efficacy 
and efficiency of the ITM solution. 

How reports and alerts are processed from receipt through correction to closure. The ITM 
software should take care of the interface, if there is one, between the ITM solution and any 
system used to assist a response to a threat that is discovered. 

This list of ITM solution components is not exhaustive, but it may be used as a starting point 
to create a programme that can alter and progress as necessary. The programme also contributes 
to and supports IT governance by ensuring that the ITM programme is fully operational and 
receiving the required backing from top management. 
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A review of the IT security of the deployment should be part of the ITM programme as well to 
determine if it complies with institutional policies and industry best practises. The assessment 
should check for vulnerabilities in the ITM infrastructure or appliance, review the rules that 
have been implemented, and ensure that the ITM device is properly analysing and processing 
the rules. The ITM programme should also include regular inspections and audits of the ITM 
infrastructure. 

Advantages and Disadvantages of ITM Solutions 

There are several benefits to creating and running a successful ITM programme. Among these 
benefits are consolidation, which often raises costs and complexity, ease of administration, and 
integrated reporting. An ITM system offers numerous benefits, but there are also some 
drawbacks, such as a lack of flexibility and potential performance issues if scaled incorrectly. 
One of the most obvious and observable benefits of an ITM solution, as well as one of the most 
often mentioned causes by ITM vendors, is the consolidation of several components and 
functions into a single, integrated solution. Cost savings will likely occur both initially and 
over time when several functions are combined into a single device or solution. 

The initial "capital" expenses of an ITM system are often less than the price of the many parts 
that go into creating the solution. It may be possible to reduce licencing and other vendor-
related expenses by moving from five or six providers to one ITM provider. The price of the 
appliance is often much less than the sum of its components due to economies of scale and the 
use of standardised hardware and software. Also, a single appliance or solution often requires 
less maintenance than its component components, resulting in continued cost savings 
throughout the length of the product's life. When the company finally need a different feature 
from the ITM solution, adding it to a purchase order and installing a licence key it received by 
email can be sufficient. It may often save the business weeks of labour and a significant amount 
of money on its own. Even if new rules and inputs could be essential, rearchitecting the network 
and arduous vendor evaluation and negotiation are usually not necessary. 

One aspect of cost reduction that is often overlooked is the price of hosting the components in 
the data centre. Similar to traditional real estate charges, some firms bill the corporation for 
data center expenses. Consider how much money might be saved if a single device could 
perform the same functions as numerous boxes that took up rack space. Moreover, there will 
be a decrease in overall power consumption and cooling costs, two major expenses in data 
centers right now. For a data centre that is currently running at full capacity with its present 
equipment, the ability to retrofit several devices to a single solution or the addition of a single 
box that previously would have needed half of a rack is quite beneficial. The cost, complexity, 
and administrative load rise as more equipment racks are installed or when equipment is kept 
in several locations. 

---------------------------- 
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Information security is the maintenance of the availability, confidentiality, and integrity of 
information. System of management: Coordinated actions used to lead and manage an 
organization. Information security management system: Coordinated actions to guide and 
regulate the maintenance of information's confidentiality, integrity, and accessibility. The field 
of total quality management served as the foundation for the present process-based approach 
to management systems. His comprehensive and methodical approach to the manufacturing 
industry was at first disregarded, but as the 1960s saw a sharp increase in the calibre of Japanese 
goods, it was finally accepted. The principles of TQM have now been effectively adapted to 
several different situations, despite originally being thought to be exclusively applicable to a 
production-line scenario. 

ISMS Advantages ISMS could first seem like a bureaucratic exercise. While this may be the 
case, the advantages of ISMS greatly exceed the paperwork that follows. The resulting mental 
processes, awareness, and decision-making based on well-informed choices are of equal or 
higher worth. 

Defensible: An ISMS's internal structure demonstrates a clear hierarchy of authority. 
Operational detail is related to executive management guidance. Information is acquired from 
recorded instances of making educated decisions. Monitoring and measurement make ensuring 
that the information security environment is reasonably understood. A defendable position is 
provided by the recorded due diligence. 

With third-party validation, like as accreditation to the ISO27001 information security 
management standard, a standards-based ISMS provides further justification. Whether one is a 
supplier of information or a consumer, this defence is valid. It is rational to decide to do 
business with a partner who has received external validation. 

Differentiator: An ISMS may improve perception and image while also acting as a market 
differentiator. It takes trust on the part of all parties to market your information services to 
customers or partners who share information outside. Their choice is defendable thanks to the 
additional work of information security certification. 

Business Facilitator an ISMS may act as a roof over a number of regulatory elements at once. 
The majority of relevant rules deal with extremely specific data categories, such financial or 
health information. Usually, controls implemented for one regulation and monitored by a 
general or umbrella ISMS satisfy the criteria of many regulations at once. A fundamental 
component of an ISMS, demonstrated management of information security is also required by 
the majority of regulatory legislation. An all-encompassing ISMS might potentially save 
money on legal and regulatory expenses. 

An ISMS accepts risk and typically is built around it. The selection and implementation of 
controls that make up the ISMS may be fundamentally justified using risk analysis and risk 
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rating. A risk-based ISMS, such as the one mandated by the ISO27001 standard, enables 
businesses to accept risk in accordance with their informed choices. Businesses may respond 
to their environment rather than how someone else perceives it thanks to their capacity to 
tolerate risk. 

The foundation for improved interoperability with information trading partners is a standards-
based ISMS. The ISMS framework makes interfaces simpler and is flexible to accommodate 
growth or change in the future. Communication is facilitated by common terminology. 

Structure: An ISMS gives the Information Security Program structure. Roles are understood 
when there is clear guidance and authorization. Defined functions or services enable the 
emergence of delegable tasks. The gathering and analysis of metrics might result in feedback 
for "continuous process improvement." 

The development of an ISMS often serves as a model for and seed for supplementary 
management systems in other fields, including human resources, physical security, business 
continuity, and others. Transcending disciplines, the framework and management system 
concepts tend to improve cross-disciplinary collaboration. 

Board: In order to manage risk on a number of fronts, including regulatory compliance and 
fiduciary responsibility, the board of directors often offers the corporate vision and guiding 
principles. Through empowerment, the board of directors takes part in the ISMS. This 
delegated authority or permission serves as a strategic safeguard against risks like regulatory 
noncompliance and irresponsible fiduciary behavior. 

Executive Staff: The usual owners of programmes that would be controlled by a management 
system are senior executives. An organization's visibility and horizontal and vertical integration 
are improved through management systems. Top executives take part in the ISMS by defining 
and offering services to the company via the programme, such incident management. 

Management: Directors oversee the strategies needed to provide the services of the 
programme. Program services are delivered by a group of complementary and interconnected 
processes in an ISMS that is process-based. Directors take part in the ISMS by defining, 
carrying out, and continuously improving these pertinent information security procedures, such 
as confine, eliminate, and restore. 

On an operational level, managers carry out the programme. The ISMS will provide 
standardised criteria and processes that are included into organisational procedures and 
standards. In response to these organisational directions, managers participate in the ISMS via 
the integration of people, process, and technology. 

Enterprise: The ISMS exists at the enterprise level as a minimal enterprise information 
security baseline that was developed in direct response to the enterprise information security 
risk that top management addressed. Enterprise information security standards, procedures, and 
roles or duties often make up the foundation for information security in an organisation. 
Enterprise-wide information security implications of risk acceptance for nonconformance to 
the information security baseline. 

Domains of Information Security: An ISMS exists in several locations and instances at the 
operational level depending on the functional areas or information security domains. A typical 
information security domain may be an office space, a reception area, or a data centre, each 
with its own security profile. The establishment of a business information security baseline is 
based on information security domains. The way each domain adapts the business information 
security baseline standards to suit its own environment is autonomous. 
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Recognize the Environment: For the ISMS to be effective, the management environment 
must be considered in both its structure and its content. The framework for the ISMS will be 
influenced by organisational factors. Terminology use may fluctuate according to cultural 
considerations. Approach, substance, and packaging will all be influenced by regulatory 
regulations. 

Evaluate enterprise risk: Upper management instructions like corporate policies are often 
used to analyse and mitigate enterprise risk. It is innately recognised and intuitively handled to 
analyse high-level enterprise risk, such as regulatory compliance and fiduciary responsibility. 
The supporting corporate risk-mitigating initiatives are authorised and empowered by upper 
management instructions. 

Information Security Program's charter states that it has the authority and responsibility to 
develop and maintain the ISMS in order to provide the firm with the services necessary to 
achieve corporate policy objectives. In addition to providing services, the Information Security 
Program also needs services from other sources to keep the programme functioning effectively. 
A human resources division that conducts background checks for the information security 
programme is an example of a programme dependence. The permission and empowerment, as 
well as the documentation and acknowledgement of the mutually acknowledged programme 
interdependence, may all be included in the programme charter. 

Evaluate programme risk: The ISMS uses programme risk as the foundation for the controls 
it manages. Those who think they are more familiar with the practitioner's environment than 
the practitioner have examined and handled certain programme risk, leading to binding 
restrictions. Many programme risks are intuitive and evident, like the danger associated with 
unpatched information processing systems. Some programme risk, such aggregation, which 
occurs when small, independent hazards combine to generate risk that is disproportionate to 
the aggregate, is sneakier. For instance, there is no firewall between Departments A and B. 
Both agencies have approved of this and have classified the risk as minimal. Then Department 
B sets up a web server. Department B considers the danger of accessing Hypertext Transfer 
Protocol port 80 across the external firewall of Department B to be minimal and has consented 
to it. The previously separated network section for Department A is no longer isolated. 
Department A accepted an unidentified risk as a result of Department B accepting a modest 
risk. There is currently an unidentified significant enterprise risk. 

The mechanism for coordinating the management of risk and risk-mitigating procedures is an 
ISMS. Risks are identified, quantified, and control goals are set. Control goals act as the link 
connecting and securing each risk to its corresponding control. The risk quantification gives 
the achievement of control goals first priority. 

Establish a baseline for enterprise information security: A baseline for corporate 
information security acts as the organization's standard minimum information security posture. 
As all operational areas or domains are obliged to achieve this minimal standard, which may 
be exceeded as needed, this in turn forms the foundation for trust between them. 

Directives: Directives are restrictions that lay forth precise specifications. Directives may be 
developed from laws, from practises and standards in the sector, or as a result of risks. 
Ordinarily, directive controls are codified in a set of standards, the content of which is based 
on making informed decisions. The guidelines must be carefully crafted since making an 
educated decision entails accepting some level of risk. By default, what is not addressed is 
accepted. 
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Methodologies: Methodologies may be generated to satisfy directive criteria or they can be a 
component of a group of processes that provide a programme service. Methodologies are 
controls that define measurable and repeatable procedures. Usually, methodologies are codified 
as a process flow. To guarantee that the process can be measured and monitored, care must be 
made while designing process flows. It is impossible to enhance something that cannot be 
quantified. 

Responsibilities: A control that connects a position to an action is the clear assignment of 
duties. Activities may be generated to satisfy directive requirements and can be carried out by 
using a methodology. Functional role definitions are generally used to codify responsibilities. 
While defining functional roles, care must be given to make sure that the duties allocated to 
each position are supported by the authorizations and qualifications that each role requires. 
Individuals who are given responsibility must possess the necessary authority, credentials, and 
resources. 

Develop domain-specific methods 

Specifications: Specifications are domain-specific operational rules that spell out precise, 
quantifiable information like configurations or qualities. Enterprise information security 
standards serve as the basis for specifications, with each domain having the capacity to generate 
its own interpretations of a given standard depending on its particular context. This permits 
some execution autonomy. When generating specifications, care must be taken to ensure that 
domain-specific interpretations adhere to the spirit and meaning of the parent standards while 
avoiding interdomain incompatibility. The specifications must adhere to the spirit and meaning 
of the parent standard in order to prevent the introduction of unknown risk. 

Procedures: Controls called standard operating procedures provide quantifiable and 
repeatable job instructions. Enterprise information security processes give rise to standard 
operating procedures, with each domain possibly drawing unique interpretations based on each 
distinct environment. This permits some execution autonomy. To guarantee that parent process 
properties are retained, care must be given while generating standard operating procedures. 
Enterprise information security services are built on the implementation of domain standard 
operating procedures. 

Tasks: Tasks are actions carrying out a standard operating procedure that are allocated to a 
functional role. Tasks are scheduled and domain-specific, and the frequency of execution is 
determined by risk. Those carrying out tasks while filling out a position are doing their jobs. 
Duty performance is measured by the employee. When allocating responsibilities and 
scheduling work, care must be made to verify that the person is qualified and the timetable is 
defendable. Tasking is a measure of employee performance. 

Evaluate operational risk: Operational risk is the possibility that a domain won't be able to 
fulfil the requirements obtained from the corporate information security baseline, such as the 
specifications, processes, and scheduled activities. This risk is often resource-driven, giving 
budgeting a risk justification. Remaining programme risk may alter as a result of operational 
risk acceptance, and accumulation may lead this programme risk to increase to an undesirable 
level. 

Measuring and monitoring are the necessary feedback mechanisms for ongoing process 
improvement. Well-defined metrics are necessary to determine what to monitor and how to 
measure. Common domains will yield many different types of measurements. 
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Environmental Metrics: Based on the environment, environmental metrics. Finding the risk 
profile of the enterprise is the main goal. Industry associations are a factor. For instance, 
banking and financial industries may draw highly motivated attackers. The degree of 
organisational sophistication may affect the amount of risk. For instance, a domain with 
ISO27001 certification can have a reduced perceived risk level. Crime rates or fire response 
times may start to affect location. Probability is impacted by risk profiles. The vulnerability 
management method may use this to affect risk ratings. Because of the purpose and targeting 
of the attacker, for instance, the likelihood of a certain vulnerability being exploited at a bank 
may be greater than at a home user site. Using these environmental parameters, weighing risk 
and reaction should be taken into account. Establishing a frame of reference or threshold for 
information security is another goal for environmental metrics. Environmental measurements 
are used by intrusion sensors, for instance, to set detection noise baselines and thresholds. 

Program Measures Metrics for programmes are determined by their efficacy. The main 
objective is to confirm that the ISMS is effective in completely fulfilling the functions that 
support its continued operation. Consider managing vulnerabilities. For instance, the 
effectiveness of this ISMS service is not determined by how quickly a vulnerability can be 
found and handled. How many vulnerabilities were never discovered or properly handled is a 
key indicator of how well vulnerabilities are managed. 

Process Metrics: Efficiency serves as the foundation for process metrics. The goal is to 
optimise processes in order to achieve the best performance. Think of a vulnerability tracking 
system. For instance, the purchase of new software could reduce "time to resolve," increasing 
metrics effectiveness. 

Degree of Assurance: The risk assessment process is a crucial component of the feedback 
loop that enables continuous process improvement in a risk-based ISMS. A assurance that 
residual risk has been minimised to an acceptable level is sought since risk can never be entirely 
eliminated. The term "degree of certainty" refers to this. One instrument for risk management 
is the information security programme. After risk has been decreased to an acceptable level, 
the ISMS provides protection from the standpoint of the programme. 

How to determine this "acceptable level" threshold is a crucial topic. The acceptance of risk is 
implied by the degree of assurance, however risk may be dispersed across the ISMS. This can 
make it difficult to give risk acceptance authorisation in a clear manner. An ISMS understands 
the need of delegating risk acceptance and takes aggregate risk into account by virtue of its 
structural design. 

Degree of Maturity: A process-based ISMS is advantageous for maturity modelling since 
processes should, by their very nature, provide feedback metrics that advance the process' 
maturation. The Capability Maturity Model schemas and other maturity modelling scales 
provide as a shared language with uniform scale definitions. So, the maturity level needed is 
dependent on both the particular process being evaluated and the maturity scale that has been 
chosen. The foundation of a defendable level of maturity is a well-informed decision. 
Processes' acceptable level of maturity might change depending on outside variables like risk. 
But, as soon as a process reaches the necessary level of maturity, the ISMS protects. 

Degree of Implementation: Operations and project management are related to degree of 
implementation. At the operational level, information security initiatives are connected to 
certain operational domains. In order to address domain-specific risk, these programmes 
implement domain-specific controls, which when combined increase the enterprise's level of 
confidence. The degree of implementation is finished with project completion, and the control 



 
 

67 Database and Information Security 

is now tied to the degree of maturity. Since people, method, and product are integrated into the 
process, the ISMS protects. 

Privacy concerns must be addressed by all organisations: In many cultures across the globe, 
the right to privacy is seen as fundamental. Consider the criteria of the EU Data Protection 
Directive, which state that they are "for the protection of the private life and the fundamental 
liberties and rights of persons." Even though privacy principles and laws have been around for 
well over a decade, it has only been in the last few years—as breaches have almost become a 
daily occurrence—that organisations have begun to notably address privacy challenges and 
devote the resources needed to effectively deal with the myriad issues and requirements. 

More than at any other time in history, the public is aware of privacy issues now. Businesses 
must handle privacy issues not just because it is the law that they do so, but also because it is 
the right thing to do and what consumers want. To sustain consumer confidence, loyalty, and 
support—as well as to boost company branding—organizations must protect client privacy. 

While corporations are beginning to address certain privacy concerns, there are still serious 
privacy breaches that happen to an increasing number of organisations. Businesses need to be 
ready to deal with these privacy breaches so they can react to them as quickly and effectively 
as possible, limiting any harm to both their company and their customers' personal lives. 

Incidents Occur in a Variety of Ways: There are several ways in which incidents may, do, 
and will continue to happen. These include other uncommon ways such as malicious intent 
from outsiders or insiders, mistakes made by those who handle personally identifiable 
information, and simple ignorance of what should be done to protect PII. These are not just the 
results of hackers or stolen computers, which are most commonly reported. 

More and More Breaches Are Happening: The chance that PII may be compromised increases 
as it becomes more mobile, being saved on PDAs, laptops, and mobile storage devices, and 
being accessible by persons who work from home, are on the go, or are employed by other 
businesses. 

Between February 15, 2005, and October 25, 2007, the Privacy Rights Clearinghouse recorded 
705 breaches that they had discovered that were mentioned in US news stories. Around 168 
million individuals' personal information was compromised as a result of these hacks. 
Moreover, Attrition.org monitors breaches, many of which are not included in the PRC list. 
The author has also discovered several other breaches that are not included on either list, and a 
significant percentage of events go unreported in the media. A Ponemon privacy breach 
research published in October 2006* found that PII losses cost US businesses around $182 per 
compromised individual's information. This was an increase from the 2005 record of $138 per 
person. This is significant since most breaches affect thousands of people. Each event cost each 
of the 56 surveyed organizations $2.5 million in lost revenue. 

Incidents involving privacy include considerably more than simply the incident's immediate 
consequence. The author's research with businesses that have experienced privacy incidents 
has revealed the subsequent and ongoing real costs of internal investigations, outside legal 
counsel, notification and call centre costs, investor relations, promotions such as discounts on 
services and goods, lost employee productivity, lost clients, travel and lodging costs to bring 
clients on site for assurance meetings, notifications to people abroad, including: 

1. The Cost of Prevention Is Significantly Lower Than That of Reaction and Recovery 
2. Each company that handles PII, regardless of its size, industry, or location, is 

susceptible to a privacy breach. No company is secure. 
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3. Companies must be equipped to handle issues involving privacy. To be successful, 
information security and privacy departments must collaborate while adhering to a 
thorough, well-thought-out, and tested breach response strategy. 

Your company has to be aware of when you have to inform the people who are affected. There 
were 40 states, including the District of Columbia, that have legislation requiring privacy 
breach disclosure as of October 2007. Federal breach notice legislation are now before 
Congress. Across the globe, there are unenacted proposed legislation, including in Canada and 
the European Union. Do not wait until you are legally required to address privacy and how to 
handle breaches if you are in a remote area of the globe without a breach notice legislation 
protecting your consumers. Sooner or later, you will need to handle this problem. 

Define Potential Privacy Violations 

Before you can devise a strategy for determining when a privacy breach has happened and how 
to appropriately react to it, you must first understand what a privacy breach is. There are several 
possible privacy violations of various types. Most of these include information security issues 
and overlap with those occurrences, highlighting the need of collaboration between privacy 
and information security professionals to handle privacy breaches. 

Prepare your response to privacy breaches 

Create your privacy breach response strategies now that you are aware of the scenarios in which 
privacy may be violated. Identifying the PII items that your company handles is the first and 
most important step in building your strategy. Without knowing what PII is present and where 
it is, you cannot determine if a privacy violation has taken place. 

Explain PII 

There is no one, accepted definition of what PII is. About 90 international legislation were 
examined by the author, who discovered at least 47 distinct things with unusual names that are 
classified as PII. Document the PII elements and note the data protection and privacy rules that 
apply to your organisation. 

Find the PII 

If you don't know where the PII is, you can't tell whether there has been a breach. Finding and 
recording the locations of PII within your business is a crucial part of privacy breach prevention 
and incident response. Organizations gather PII in a variety of ways over the course of a 
working day. A significant portion of this data is unstructured. When identifying the sites where 
PII is stored, be thorough. Remember to keep an eye out for those often disregarded and 
unassuming storage spaces where copious quantities of PII may be kept. Determine the flow 
of PII through the organization. 

---------------------------- 
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In the past, businesses could manage the hazards on their own. The dangers have expanded 
outside the confines of the company as their reach has widened. Fighting harmful programmes 
was once a desktop-only issue. Our technologies guarded individual computers against the 
viruses' attacks on particular machines. Files or the boot sectors of drives were the targets of 
viruses. Our first tools were integrity verifiers, which validated known goodness. Eventually, 
when we learned to identify faulty code, we developed tiny signatures that could reliably 
distinguish between bad and good code. Antivirus software use was not very common. 
Information security experts utilized numerous private databases to identify the symptoms of 
a viral infection while signatures were being created. 

To see whether they matched a known virus, information security experts checked the observed 
behavior and features with the database entries. The information security specialist may 
discover infections for which there were no signatures by using this technique. Professionals 
in information security would utilize the database to look for entries that contained the actions 
or files they had seen. They could identify a virus in this manner even if no signature had been 
created for this specific strain. Even if pieces had been changed to avoid matching an existing 
signature, the behavior was still recognizable. It was a heuristic procedure that antivirus 
software subsequently imitated. 

The major method of infection evolved from files to e-mails to network exploits against 
vulnerabilities as computers transitioned from standalone systems to networked workstations. 
Without the assistance of vendors, it became more difficult for people to keep up with the 
growing number of infections. Enterprise security was generally handled internally until the 
1990s, with minimal visible dependence on outside resources. That is, the majority of current 
risks may be completely identified and countered within the walls of the organisation utilizing 
packaged security solutions. A corporation had a fair chance of defending itself against attacks 
if it had sensors around the edge and antivirus on the servers and workstations. Nonetheless, 
the Departments of Energy and Defense established the Computer Emergency Response/Team 
Coordination Center and the Computer Incident Advisory Capability, respectively, after seeing 
the necessity for some consolidation and sharing of threat information as early as 1988. 

By the introduction of intrusion detection and intrusion prevention systems in the late 1990s, 
enterprise security was increased. The appearance of independence was a myth. Early threats 
were straightforward enough that data collection and intelligence gathering could be sold as 
commodities. An intelligence apparatus was hidden behind the antivirus software and intrusion 
detection/prevention system packages, gathering security reports and transforming them into 
tidy signatures and profiles. 

Managed security services first appeared as a result of the use of quasi-intelligence resources 
to safeguard the enterprise. Vendors of these services started to offer the usage of their 
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aggregated client experiences as an early warning to other business customers not long after 
MSS was introduced. The solutions provided notifications in addition to firewall and IDS/IPS 
rules developed in response to fresh threats. 

The danger has advanced beyond the three points of signature or even single viewpoint 
heuristic detection with the introduction of malware pushed by organised crime. 

What Gartner's Magic Quadrant recently had to say about the matter is as follows: 

Antivirus software using a signature-based approach is no longer able to shield businesses 
against malicious code assaults. To satisfy the increased market demands for greater malicious 
code protection, vendors must implement their product and commercial strategies. 

According to Ellen Messmer's article "New ways to virus detection" in the Network World 
edition from April 30, 2007, even A/V companies have reached the same conclusion. Everyone 
believes that signature-based security is insufficient, according to Brian Foster, senior director 
of product management at Symantec, who is quoted in the piece. The head of Internet Content 
Security at Trend Micro, Paul Moriarty, said in the same piece that they were going beyond the 
signature-based method, which "has value but certain limits." By analysing traffic patterns to 
PCs or servers, Trend Micro aims to enhance conventional signature-based technologies. Also, 
Trend Micro is examining promising research on preventing traffic from going to websites 
whose domain names have only been active for five days or less. 

This is not to mean that users of current antivirus software should stop using them. Instead, it 
contends that in order to be effective, current A/V products must be supplemented with 
knowledge and goods that address various facets of the danger. Malicious code writers are 
increasingly using rootkits, polymorphism, hiding tools, and encryption to evade detection. The 
bot-herder acts as a genuine user if the attack vector is brute force or password guessing. One 
starts by running a batch file that disables antivirus software. Also, a growing amount of 
network-wide coordination and management of code is used. 

All of this points to a change in detection practices that incorporates intelligence data and a 
network view. gives a list of sources for malware data, a description of the material, and the 
security objective the data is relevant to. 

With certain assaults nowadays, there is no need for malicious software to be installed on the 
victim's computer. There have recently been indications that some botnet agents are being 
managed remotely, either via terminal services or other means, as opposed to by a local botnet 
client. If available, they may use current remote control software. The benefit of this is that no 
betraying malware is required to create botnet clients. If the bot-herder requires specialised 
code to do a job, the code must only be present when required. As a result, the observable 
footprint is smaller and its temporal range is narrower. Sometimes data gathered elsewhere is 
the sole proof that a system is owned. On occasion, your organization's other systems include 
the data. Sometimes the data is located on systems that are not owned by the organisation. 

Outside Sources 

Information about the different dangers is available from a wide range of sources, therefore it 
is important to choose the most relevant and suitable one. 

Organizations or Sites to Find Public Information 

Online, there are several groups where one may find quasi-intelligence. Sadly, there isn't 
enough space to discuss them all. The author has chosen a sample that is indicative of helpful 
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organisations. There are probably comparable companies in your industry that will provide 
comparable intelligence data. 

The US established a number of Information Sharing and Analysis Centers around critical 
infrastructure borders in reaction to 9/11. The ISAC Council is the organisation that houses 
these centres. Communications, energy, emergency management and response, financial 
services, highways, information technology, multistate, public transit, surface transportation, 
supply chain, water, and international sectors are all served by ISACs. The author is most 
acquainted with and will go into further detail about an ISAC devoted to Research and 
Education Networking. 

Center for Information Sharing and Analysis in Research and Education 

A cooperative group for institutions of higher learning and research, REN-ISAC was officially 
founded in February 2003. One of the several ISACs established in response to demands of the 
Department of Homeland Security is REN-ISAC. 

The purpose of REN-ISAC is to create a trustworthy network for exchanging knowledge on 
cybersecurity threats, events, responses, and protection, with a focus on the special 
requirements and environments of higher education and research enterprises. The trust 
community will provide a platform for exchanging private information, a repository for reliable 
contact details, a place for peers to get together, a way to streamline interactions, and strategies 
for enhancing cybersecurity awareness and reaction. 

REN-ISAC has developed sharing agreements with DHS, U.S.-CERT, other ISACs, 
commercial network security collaborations, and others in addition to exchanging information 
among its members. Moreover, it collaborates with Internet and Edu. cause. On the basis of 
network instrumentation and relationships for information sharing, the REN-ISAC gathers, 
evaluates, and responds to operational, threat, warning, and actual attack information. Netflow, 
router ACL counters, darknet monitoring, and operational monitoring systems for the Global 
Network Operations Center are examples of instrumentation data. REN-ISAC is a membership 
group that verifies applicants before granting access to discussion boards and shared data. 

Dark server 

A volunteer-run group called Shadowserver was founded in 2004. To "better the security of 
the Internet by increasing awareness of the existence of compromised servers, malevolent 
attackers, and the transmission of malware," according to the Shadowserver Foundation's 
mission statement. The foundation accomplishes its purpose via the Shadowserver website by 
the management team and teams dedicated to botnets, E-fraud, honeypots, malware, and tools 
are part of the well-organized Shadowserver Foundation. The proper authorities is informed of 
criminal action. You may join Shadowserver's mailing list to get a monthly update of the top 
command and control servers classified in different ways. The Web website includes useful 
white papers, a knowledge base, graphics, and connections. Also, you may immediately report 
botnets on the website. The C&C IP addresses were previously listed on the Shadowserver 
website. This list has been removed to stop it from being used maliciously. When requesting 
access to the list, be sure to provide all of your contact information as well as the reasons why 
you need the information. Contact shadowserver.org admin with your request. This list is 
crucial if you do not have access to one of the screening quasi-intelligence agencies. This list 
may be used at the firewall to identify internal botclients that are attempting to connect to their 
C&C servers or in your DNS to alert you to queries while blocking connections. 
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Bleeding Danger 

In 2003, James Ashton and Matt Jonkman established Bleeding Threat. There was no unified 
repository for open-source IDS profiles at the time. To find the most recent and top IDS 
signatures, security pros have to join a number of mailing groups and often visit a number of 
websites. The Bleed-ing Edge Threats Snort Ruleset is the main project at Bleeding Threat to 
meet that need. Volunteers with extensive knowledge in information security work on this 
project. 

Every security expert should have CastleCops in their toolkit. Following is their website's 
mission statement: 

 The goal of the volunteer security group CastleCops is to make the Internet a safer place. All 
public services, such as malware and rootkit removal from compromised machines, malware 
and phishing investigations and terminations, and searchable databases of malware and file 
hashes, are offered without charge. 

Among CastleCops' top goals are information sharing and education. These are accomplished 
through educating our volunteer staff in our rootkit, phishing, and anti-malware academies as 
well as via other services like the Castle- Cops forums, news, and continuous education. To 
achieve our ultimate aim of ensuring a secure and intelligent computing experience for 
everyone online, CastleCops continually collaborates with industry professionals and law 
enforcement. 

Anybody attempting to decipher Hijack This's log files may find crucial information on the 
website. The index entries on the home page that start with "O" and a number point to a 
particular area of the Hijack This log. The author has discovered that forum users on 
CastleCops are really informed. One important source of intelligence is the PIRT database. 
Anyone may add suspicious phishing emails to the database themselves. Dedicated to bringing 
down phishing sites, the phish-ing incident response and termination team is a group of 
volunteers. The PIRT squad is described in detail on http://wiki.castlecops.com/PIRT 

The selection of PIRT handlers is dependent on their background. Students get instruction on 
how to operate the Latest Phish equipment. Up until the mentor is pleased with the quality of 
the reports the new handler produces, new handlers collaborate with mentors. Each reports are 
added to a suspected phish queue. By collecting information regarding the reported phish, 
including obtaining the code from the alleged phishing Web site, handlers confirm the 
allegation. The authenticated ones are then added to a "confirmed phish" queue. After that, 
handlers make an effort to discontinue the phishing site by contacting either the server owner 
or the Internet Service Provider. Phishing sites that are successfully terminated are added to 
the "terminated phish" database. A false-positive has extremely little likelihood of persisting 
through this procedure. 

A group of engineers dedicated to enhancing Internet security. We are a bunch of computer 
nerds that are enthusiastic about network security and helping the public recognise and fix 
issues with their networks. Rob Thomas established Team CYMRU in 1998 as a think tank for 
internet security. Around 700 companies, researchers, and service providers collaborate with 
Team CYMRU. Lists of bogons are available from Team CYMRU in a "plethora of forms." In 
an article titled "60 Days of Naughtiness," Rob Thomas described the usage of bogons against 
a regularly targeted site. Among the assaults, 60% made use of blatant bogons. Every day, 
modifications from the Internet Assigned Numbers Authority are added to their database. 
Anyone wishing to begin filtering bogons may find guidance on the related Web sites. 
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As you start looking for intelligence sources, you will come across tables that merely contain 
the ASN or the IP address for websites. A conversion tool is made available by Team CYMRU 
in the form of an IP-to-ASN "whois page. At the same network layer as IP, the Border Gateway 
Protocol makes use of the ASN. BGP is intended for traffic exchange across networks rather 
than inside them. All of the blocks of IP addresses connected to a single organisation are 
represented by a single ASN. You may find out information about every IP block that belongs 
to the company associated with an ASN by retrieving its whois information. With their 
assistance, you may be able to take down a malicious website. Also, the CYMRU website has 
a useful repository of professional papers, presentations, and tools, many of which deal with 
BGP security. Also, a section on darknets and how to build your own is included. 

A list of IP addresses that have tried brute-force password attempts on computers controlled by 
the website owner may be seen on the website infiltrated.net. 

Spamhaus Spamhaus offers a plethora of knowledge that spam fighters may utilise. Moreover, 
they provide the Spamhaus DROP list. This list is a minor portion of the bigger Spamhaus 
block list list that is made available for firewall and routing hardware. The DROP list will never 
contain any IP space that has been "owned" by a lawful network and has been reallocated, even 
if it has been given to the "spammers from hell," according to the Spamhaus website. Only IP 
space completely owned by spammers or hosting services that host just spam will be included. 
These include "direct allocations" to know spammers from organisations like ARIN, RIPE, 
APNIC, LACNIC, and others, as well as the alarming trend of "hijacked zombie" IP blocks, 
which have been taken from their original owners and are now in the hands of spammers or 
netblock thieves who sell the space to spammers. You may be informed of any communications 
between hosts in your organisation and known spammer's assets using both the DROP list and 
the SBL list. 

Center for Online Crime Reporting 

The FBI and the National White Collar Crime Center have partnered to create the Internet 
Crime Complaint Center. the IC3 website states: The purpose of IC3 is to act as a channel for 
the development and referral of criminal charges relating to the quickly growing field of 
cybercrime. In order to report suspected criminal or civil offences, the IC3 provides victims of 
cybercrime with a simple and practical reporting procedure. IC3 offers a consolidated channel 
for complaints regarding Internet-related offences to law enforcement and regulatory agencies 
at the federal, state, municipal, and international levels. 

National Association for Cyberforensics and Training 

A collaboration between business, academia, and law enforcement exists as the National 
Cyber-Forensics and Training Alliance. According to the NCFTA website, the organisation 
offers a collaborative space where business, academics, and law enforcement may pool 
resources and exchange sensitive information regarding cyber events. 

The Alliance undertakes forensic and predictive analysis, lab simulations, and advanced 
training while also raising security awareness to lessen cyber-vulnerability. These initiatives 
aim to better companies' knowledge of risk management techniques as well as their capacity to 
create security best practices. 

Participants in NCFTA benefit from advanced training development, cyber-forensic analysis, 
tactical response development, technology simulation or modelling analysis, and more. The 
NCFTA offers knowledge and a venue for business and academic cooperation to the FBI and 
Postal Inspection Service. 
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Task Force for Internet Security Operations 

The goal of the Internet Security Operations Task Force, a cybercrime prevention organisation, 
is to identify emerging patterns and strategies for thwarting phishing, botnets, and other online 
frauds. ISOTF is directed by Gadi Evron, a security researcher at Israeli-based Beyond 
Security. In addition to publishing member-only email lists devoted to botnets, phishing 
assaults, ISP-centric security, malware vendor and security researchers, and registrar operators, 
ISOTF also distributes Zero Day Emergency Response Team warnings. 

Participant Organizations 

Your ISP is the simplest and most straightforward entity that can provide some intelligence. 
Despite the fact that ISPs are not conventional membership organisations, as a client you are a 
part of the ISP community. The services offered differ from one ISP to another. You should, 
at the very least, be getting information from your ISP about complaints they get about your 
company. They could also share with you anything they learn about assaults on your company 
that they see or hear about. Different qualifications are needed by different quasi-intelligence 
groups. A membership is not necessary to join certain organisations, such as Shadowserver. 
The majority of their material is readily accessible to everyone. Some groups, like the REN-
ISAC, have stringent criteria for membership and confidentiality. REN-ISAC obtains some of 
its information from sources that will only divulge information if everyone who receives it 
passes a background check and consents to abide by strict confidentiality rules. This will stop 
the information from falling into the wrong hands. Also, due of the confidentiality rules, 
members feel safe discussing delicate instances since they know the material won't be made 
public. 

Every membership group has its own requirements. For instance, PIRT makes its data available 
to anybody who requests it. While all handlers are volunteers, you must apply and have your 
background and expertise reviewed in order to become a handler. All newly admitted handlers 
are required to complete the required training and spend some time working with a mentor. 
The integrity of the analysis process is undoubtedly the main goal of handler screening, but the 
resume check also aims to spot and keep out possible bad actors for integrity-related reasons. 
A different kind of quasi-intelligence organisation is a consortium with paid membership. This 
includes businesses like Red Siren and the Internet Security Alliance. These organisations often 
have a broader scope and only become specific when their target audience requests it. This is 
concentrated on the nonprofits. 

Confidentiality Agreements: Certain quasi-intelligence agencies are required to abide by 
confidentiality agreements, according to the original sources. They are able to receive high-
quality intelligence that would otherwise be impossible to obtain by agreeing to keep the 
information or the source private. The information may not always be disclosed to anybody 
outside of your institution. In other instances, you are only allowed to disclose the information 
to those who have been approved by the quasi-intelligence group. Each collection of 
intelligence data may have its own confidentiality protections. Caches in this context refer to 
collections of data from several sources. You must make sure that everyone who potentially 
have access to this information is aware of the terms of each confidentiality agreement and 
agrees to adhere by them. 

How Intelligence Sources Play a Key Part in Gathering Enough Data to Encourage Law 
Enforcement Engagement By combining particular incidents that law enforcement would never 
pursue with hundreds of other similar cases, practical quasi-intelligence sources provide a 
significant service to the online community. In a situation involving hundreds of incidences, 
law enforcement is justified in taking action. Cases are bundled and reported to the NWC3 by 
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organizations like PIRT, the Anti-Phishing Working Group, REN-ISAC, the IC3, and the 
NCFTA, who then send them to the FBI and Secret Service. The same incidents are reported 
by PIRT and APWG to anti-phishing and antivirus manufacturers. Lists of well-known C&C 
servers are made public on websites like Shadowserver. It is known that several law 
enforcement websites, like NCFTA, exploit their data. 

Law enforcement would be overwhelmed by thousands of unmanageable individual cases 
without the help of these aggregating groups. In addition to gathering and compiling the data, 
the aggregating organisations also offer a wealth of knowledge to the process of evaluating and 
interpreting the data. It seems unfathomable that law enforcement would have the resources to 
pay for all the knowledge that these organisations freely provide to them. 

Inside Sources 

The many internal sources of intelligence information at your disposal should not be ignored. 
The most apparent sources are log files, which come in all different sizes, shapes, and hues. 
firewall logs, system logs, and app logs from desktops as well as servers. By centralising your 
logs, you can make this information more accessible and provide tools for analysis that can be 
done in real-time or very close to it. 

Windows workstation logs are often disabled by default in businesses. The following audit 
policy settings should be included in the local security policy to guarantee that valuable data is 
being collected: Account logging events audited: success, failure Management of audit 
accounts: Success and Failure Examine login events. 

All Windows workstations should have these settings enabled. Also, you should enable logging 
on the Windows firewall for each workstation and make sure the boxes for "Enable report lost 
packets" and "Enable record successful connections" are both ticked. Even if you don't plan to 
utilise the firewall to filter traffic, this should still be done. 

The way help desk personnel react to virus-infected computers that are brought in to be scanned 
or reimaged has to alter fundamentally. Prior to virus scanning or reimaging, a brief forensic 
investigation has been shown to give useful details regarding additional infected systems, C&C 
servers, payload architecture, and more. Please take note that this fast forensic method is not 
meant to make a case for calling in the law enforcement. The purpose of the rapid forensic is 
to increase your understanding of the scope of the botnet infection or its connections to other 
systems. A complete forensic examination, commencing with the creation of a forensically 
sound photograph, should be carried out if the results of the fast forensic point to the need for 
law enforcement involvement. The example fast forensic demonstrates that each business and 
wave of affected botclients will need a different approach. Version 5 of this sample. The 
approach was changed to better collect information when more was discovered about the kind 
of botclients infected by this bot-herder. 

Internal Sources of Intelligence 

This can show that brute force or password guessing was used. Some are clear, such as the page 
after page of unsuccessful efforts that begin with administrator before switching to other 
spellings. The successful logs that are generated during these attempts are probably from 
compromised accounts, especially if they take place at times when your organisation is not 
normally open. Sometimes it is less obvious—a few unsuccessful log-in attempts spaced out 
over time from several workstations. Have the logs transmitted to a central log server, where 
they will be processed daily and most typical activity will be filtered out using Structure Query 
Language queries. 
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Make a list of the computers involved in the unsuccessful log-in attempts to find further 
infected systems. useful for persuading users who claim that their computer is not affected. I 
performed a virus scan, and it was negative. 

IDS/IPS logs and the network firewall 

Conventional security measures include knowing what normal looks like, looking into unusual 
entries, and searching for well-known attack traffic patterns. Create regulations to stop newly 
identified attack traffic. Identify, record, and stop perimeter traffic. Determine the IP addresses 
that are sending traffic related to security warnings. Whenever an issue is mentioned in 
intelligence reports, keep records for further examination. 

Host firewall records to verify for successful incoming connections, examine the host firewall 
logs. Verify that the workstation's incoming connections are appropriate. Examine outbound 
connections on strange ports, especially those for which notifications have just been sent. 
Verify any correspondence with well-known C&C servers. Proof of involvement in botnet 
activities. Determine the attack methods, hosts that provide botnet updates, spam templates, 
C&C, etc. 

Identification of network traffic anomalies 

Analyze network traffic using tools like Ourmon or Net flow analysis to look for behavioural 
indicators of botnet or scanning activities. Track and record more specific traffic coming from 
alleged botnet clients and servers. Identify the botnet users, their C&C servers, and their IRC 
channel along with their user name and password. Detect the virus that botclients downloaded. 

Searching asset inventories: using search-managed systems like Altiris or LANDesk Manager 
to define indicators of bot control. Directory structures utilised by the bot-herder, file names, 
or hashes discovered on other nearby botclients. Utilize your understanding of organic bot data 
discovered on nearby clients to locate other botnet participants. Ourmon intercepted Internet 
traffic including the name of a file that infected botclients were downloading. The file was 
found using Altiris, and roughly 40 more infected hosts were discovered. but may connect a 
person to groups or criminal behaviour outside of oneself. Occasionally, but not usually, the 
behaviour indicated by the marker is sufficient to establish malice without any more proof. 
With some cognitive markers, a second or third marker may be necessary to be certain. A 
workstation that is searching your network, for instance, may be a botclient or a disgruntled 
employee. Nevertheless, there is a greater chance that a workstation is a part of a botnet if it 
searches your network and connects with a recognised C&C server. Intel markers may be used 
to locate compromised computers inside your organisation or to allow compromised systems 
to identify themselves, as in the case of a darknet or honeynet. 

In this approach, intelligence indicators may support rehabilitation and preventative plans. The 
intelligence indicators that we are looking for include data or information that may be used to 
confirm or refute whether a workstation or website is malicious. The most effective markers 
are clear and defining. In other words, they may confirm or refute malice by their existence or 
absence. For instance, network traffic with known malicious code that has been collected from 
the suspect workstation by several sites would be a distinctive and defining intelligence signal. 
In isolation, the typical intelligence sign is less clear or more unclear. But, combining this 
evidence may often increase your confidence in a conclusion. The finest markers have a clear 
understanding of the situations that would indicate malevolent or lawful usage. For instance, 
the Symantec Anti-Virus server is probably not harmful if it is broadcasting to numerous 
workstations at destination Transmission Control Protocol port 2967. On the other hand, a 
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workstation that sends data using target TCP port 2967 and several other workstations is 
probably malicious and attempting to exploit a Symantec flaw. 

The evaluation of what constitutes a good Intel marker will vary depending on the evaluator's 
level of expertise. Analysis and verification of novel intelligence indicators need a 
knowledgeable assessor. After verified, the markers may be explained to less experienced 
observers so that they can keep an eye out for the verified markers. The vetting procedure 
should be documented in case someone ever questions the authenticity of it. This, for instance, 
is the confidence rating system the author's Internet service provider (ISP), the Network for 
Education and Research in Oregon, offers for allegations of abuse involving Storm Worm-
infected hosts. 

The confidence rating attached to an item, which varies from 1 to 5, shows the likelihood that 
the host has Storm-Worm infection. A score of 1 indicates a medium level of confidence; in 
this case, a suspect host connected to a Storm-Worm C&C network, but a monitoring system 
was unable to establish a return connection to confirm the suspect host was infected. A score 
of five indicates a very high degree of confidence. In this case, a suspect host connected to a 
Storm-Worm C&C network, searched for strings that were thought to be related to the malware, 
and a monitoring system was able to establish a return connection and confirm the suspect 
host's behaviour is consistent with Storm-Worm. Numbers between 1 and 5 indicate that either 
a monitor system was able to establish a return connection to the suspect host or the suspect 
host connected to a Storm-Worm C&C network and looked for strings associated with Storm-
Worm. The UDP port that is used to connect to the monitor is given when it is available. 

In certain circumstances, markers just support a choice that must eventually be taken by a 
person. Many indicators are watched and assessed in the bot-detection algorithms used in 
Ourmon, created by Jim Binkley of Portland State University. Every marker has a letter 
assigned to it, which is written in reports each time that condition is found. 

If only one marker's letter appears, the system may not be a botnet. The risk of the machine 
becoming a member of a botnet increases if more letters are produced. A busy botnet in 
Ourmon will illuminate the letters to form the word EWORM. Further intelligence indicators 
are added by Ourmon to boost confidence. One signal lets you know whether the machine is in 
contact with a recognised C&C server. Another signal shows if a system is operating alone or 
is a component of some kind of communicative network. The proportion of unique IP addresses 
to destination ports is shown on an intelligence marker. You could have a scanner checking for 
active ports if you see a host communicating with a small number of IP addresses over a large 
number of destination ports, especially if the one-way flag is enabled. You could be seeing a 
common fan-out pattern for a bot that is recruiting if you notice a host communicating with 
several IP addresses on a small number of distinctive target ports. The majority of bots have 
tools that just look for a few vulnerabilities. 

Ourmon also maintains track of protocols that have botlike features but could really be 
authentic in order to lower the amount of false intelligence indicators. The fact that a host 
employs a protocol with wormlike traits, similar to our intelligence indicators, does not rule 
out the possibility that it is still a bot. Instead, it claims that worminess by itself does not prove 
that anything is a component of a botnet. 

PSU collects this flag by utilising our internal DNS server's list of recognised C&C servers. 
Each host that requests a recognised DNS server receives a unique address back. Each system 
that contacts the system at this address leaves its IP address and port number on record. Ourmon 
receives this information, which is then compared to other intelligence indicators for the same 
IP address. Another strategy would be to simply respond with a blackhole address to all 
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requests for known C&C servers. Similar results may be achieved by certain companies using 
BGP. 

Some of the information you get from outside sources relates to system activity inside your IP 
area. You should start your response procedure if the intelligence suggests that there is a good 
chance that the host is infected. Our networking staff quarantines the allegedly contaminated 
host in the PSU scenario, limits access, and directs the user to the support centre. The location 
of the machine and the user to whom it is assigned are both identified by our computer support 
experts. The desktop support group takes the PC back and does the short forensic investigation. 
Information security is alerted, a picture is captured, and a more thorough forensic examination 
is conducted if anything unusual or unlawful is discovered during the forensic examination. 
Each new intelligence discovered when inspecting the system is sent to Ourmon or other 
sensors. 

Next up, counterintelligence: Security experts are now starting to see these dangers in a 
different way. This motivates organisational security officers to start searching outside of their 
own borders for knowledge to counter the spreading darkness. Others have ventured into the 
field of counterintelligence as we have started to understand more about the danger. One of 
them is the white paper "Revealing Botnet Membership Using DNSBL Counter-Intelligence," 
written by Anirudh Ramachandran, Nicholas Feamster, and David Dagon from Georgia 
Institute of Technology's College of Computing. Mr. Dagon et al. observed that bot-herders 
issued DNS blacklist requests in a way that may identify them as spamming bots by examining 
their attempts to promote their spamming bot operations as free of blacklisting. Heuristics are 
used by their way to discriminate between authentic and bot-related inquiries. Their research 
reveals that before launching assaults, bot-herders do reconnaissance to make sure their bots 
are not banned. The methods outlined in this study might result in an early warning system. 

The functioning of rapid flux DNS in relation to phishing sites has recently been better 
understood thanks to studies in the field of passive DNS analysis. The 20 APWG database 
dumps acquired between May 17 and September 20, 2006, were combined with continuous 
network performance and topology data directly collected by Internet Perils to produce this 
animated.gif. The outcome is a viewpoint that no one phishing victim could have offered. Now, 
law enforcement and anti-phishing organisations may receive a comprehensive overview of the 
systems used in phishing assaults. They may also see the results of quick flux DNS in an eye-
catching visual display. 

It is necessary to do further analysis of the data that these quasi-intelligence agencies have 
gathered in aggregate. This is where we will find the tools needed to start putting out the fire 
that organised crime is now stoking. According to reports, spammers that use botnet technology 
are earning enormous sums of money. According to a court filing, Jeremy Jaynes reportedly 
earned $750,000 a month from his spamming activities. According to rumours, Pharmamaster, 
the Russian spammer who knocked down Blue Security, made $3 million from spam each 
month. They may support significant research to keep their businesses running with this type 
of funding. They may also exert great pressure on anybody or any business that starts to affect 
that revenue, as seen by what happened to Blue Security. Governments must start realising this 
and taking appropriate action. There is currently no deliberate effort to guarantee that research 
is being conducted in every area that could provide beneficial outcomes. There is not much 
being done in the area of legislation and law enforcement that will adequately address this 
global danger, which is more significant than the technological problems. 

For the business to be protected from the danger of today, A/V products must be enhanced. To 
counter emerging threats that A/V devices are unable to manage, intelligence data from both 
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internal and external sources is required. There are several intelligence sources. Information 
security experts should examine the goals that each intelligence source aims to achieve in order 
to identify those that will improve your organization's capacity to identify botnets and other 
harmful behavior. Each intelligence source should have a ranking system. The grade should 
reflect the degree of trust that the company should have in the data. To increase the degree of 
confidence in a conclusion that a suspicious host may be a member of a botnet or other 
malicious behaviour, information from many sources should be collected and linked. 

---------------------------- 

  



 
 

80 Database and Information Security 

CHAPTER 9 
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Risk analysis in information security is the process of identifying, assessing, and prioritizing 
potential security risks to an organization's information assets. The goal of risk analysis is to 
understand the likelihood and impact of potential security threats and vulnerabilities and to 
develop and implement appropriate controls and countermeasures to mitigate or prevent them. 

The risk analysis process typically involves several steps: 

Identify assets: The first step is to identify and prioritize the organization's information assets, 
such as data, systems, and networks that need to be protected. 

Identify threats: The next step is to identify and assess potential threats to the assets, such as 
natural disasters, cyber-attacks, or human error. 

Assess vulnerabilities: The third step is to assess the vulnerabilities of the assets, such as weak 
passwords, unpatched software, or lack of access controls that could be exploited by threats. 

Assess likelihood and impact: The fourth step is to assess the likelihood and impact of each 
threat-vulnerability combination. This will help to determine the overall risk level for each 
scenario. 

Mitigate and monitor: The final step is to develop and implement controls and 
countermeasures to mitigate or prevent the identified risks. This may include technical controls 
such as firewalls or encryption, administrative controls such as policies and procedures, or 
physical controls such as access controls. It's also important to continuously monitor the 
effectiveness of these controls and make adjustments as necessary. 

Risk analysis is an ongoing process, as new threats and vulnerabilities are constantly emerging. 
Organizations must regularly review and update their risk analysis to ensure that their 
information assets are protected and to stay ahead of emerging threats . Risk assessment is the 
process of evaluating the potential impact and likelihood of identified risks. This can be done 
by using various techniques, such as qualitative or quantitative methods, to assign a risk level 
to each identified threat-vulnerability combination. 

Qualitative risk assessment methods involve using judgment and experience to assign a risk 
level based on factors such as the potential impact of a threat and the likelihood of it occurring. 
Qualitative risk assessment methods are often used when detailed information about a threat or 
vulnerability is not available . 

Quantitative risk assessment methods involve using numerical calculations to determine the 
probability of a threat occurring and the potential impact it would have. This can be done using 
complex mathematical formulas or statistical analysis. 

Once the risks have been assessed, organizations can prioritize them based on their risk level 
and take appropriate actions to mitigate or prevent them. This may include implementing 
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security controls, developing incident response plans, or training employees on security best 
practices. 

It's important to note that, during the risk analysis process, organizations should also consider 
the legal and regulatory requirements that apply to their industry, as well as their internal 
policies and procedures. Compliance with these regulations and standards is a crucial aspect of 
information security and should be taken into account when assessing and mitigating risks. 

Risk analysis is a critical aspect of information security and should be a regular and ongoing 
process in any organization. It helps organizations to understand and manage the risks 
associated with their information assets, prioritize their security efforts, and to make informed 
decisions about how to protect their information assets . 

Threat modeling is the process of identifying and analyzing potential threats to a system, 
network, or application. This process involves identifying the assets that need to be protected, 
the attack vectors that could be used to target those assets, and the potential impacts of a 
successful attack. By identifying and analyzing potential threats, organizations can take 
proactive measures to mitigate or prevent them. 

One popular method for threat modeling is the "STRIDE" model which stands for Spoofing, 
Tampering, Repudiation, Information disclosure, Denial of service, and Elevation of privilege. 
This method identifies the different types of threats that can be faced by a system, network, or 
application and help organizations identify the appropriate controls and countermeasures to 
mitigate them. 

Security testing is the process of evaluating the security of a system, network, or application 
by simulating real-world attacks. This can include penetration testing, vulnerability scanning, 
and security audits. Security testing helps organizations identify vulnerabilities and weaknesses 
in their systems, and to develop and implement appropriate controls and countermeasures to 
mitigate or prevent them. 

It's important to note that risk analysis, threat modeling, and security testing should be 
integrated into the software development life cycle (SDLC) to ensure that security is built into 
the system from the start. This can include incorporating security requirements into the design 
phase, performing security testing during development, and monitoring for security issues 
during deployment and maintenance . 

In conclusion, risk analysis is a critical aspect of information security that helps organizations 
to understand and manage the risks associated with their information assets, and make informed 
decisions about how to protect them. Organizations need to have a comprehensive and ongoing 
risk management program that includes regular risk analysis, threat modeling, and security 
testing. This can help organizations stay ahead of emerging threats and vulnerabilities, and 
effectively protect their information assets 

Risk management frameworks are a set of guidelines and best practices that organizations can 
use to manage their information security risks. They provide a structured approach for 
identifying, assessing, and mitigating risks, and can help organizations to align their risk 
management efforts with their overall business goals. 

Some popular risk management frameworks include ISO 27001, NIST CSF, COBIT, and SOC. 
These frameworks provide a comprehensive set of guidelines and best practices for managing 
information security risks and can be used to help organizations to comply with legal and 
regulatory requirements. 
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Companies should modify their procedures for managing virus-infected systems such that 
intelligence data gathering comes before clean scanning or host reimaging. Make sure your 
workstations are set up to collect helpful log data. You may obtain the following by using these 
intelligence resources to supplement your current security measures: 

A Process Approach to Risk Diagnosis and Treatment: Information Risk Management. 
Information security is a targeted project to control risk to information in any form and is a part 
of an organization's broader risk management strategy. When applied to information risk, risk 
management ideas are easily handled within the framework of an information security 
management system. An ISMS provides a framework for managing risk management 
procedures and is a process-based management strategy. 

Strong risk management procedures locate and quantify information risk areas, allowing for 
the creation of a thorough and precise risk management strategy. Legal or regulatory 
compliance must include a well-defined risk assessment approach. The accompanying risk 
treatment strategy outlines organizational due diligence and making well-informed decisions. 

The Character of Risk 

Risk might be tactical, operational, or strategic: 

Security Risk: Strategic risk, which may or may not have an impact on information security, 
is a risk to the continued existence or financial success of the business. These risks include 
those related to regulatory compliance, fiduciary duty, and risks to an organization's income 
and reputation. 

Strategic Risk: Risk to the capacity of the information security programme to manage relevant 
strategic risk to information is known as tactical risk. The capacity to recognise and justify 
applicable laws, recognise and justify control goals, and recognise and justify information 
security activities are all examples of such programme risk. 

Risk Operational: The capacity to accomplish the tactical risk-based control objectives is 
what operational risk is concerned with. The money, schedules, and technology all carry this 
risk. 

The Risk Management Procedure: The risk management process is closed loop or iterative 
in its most basic form, offering a feedback mechanism for ongoing process improvement. The 
use of this procedure as a method of information security is covered by the current ISO17799-
3 standard. A process-based ISMS offers the structure for putting this strategy into practise. 

Program for Information Security: Strategic, tactical, and operational risk should all be 
taken into account in a complete information security programme. An information security 
programme is a tactical risk-based ISMS-managed strategic risk endeavour. With this 
framework, operational risk may be quickly identified and reduced. For instance, 

The company-wide scope of strategic risk is focused on the risk-mitigating services needed by 
the organisation. Program-wide and centred on the risk-mitigating procedures needed by the 
strategic services, tactical risk has a broad reach. A discrete domain that stores, transports, or 
processes information in any way determines the extent of operational risk. The people, 
procedures, and products that are integrated into the risk-mitigating process are the focus of 
this domain-specific risk. 

Predicting threats: Threats are unfavorable occurrences that result from the exploitation of a 
weakness or vulnerability. A proactive procedure called threat casting uses identified or 
suspected vulnerabilities to forecast future danger. Threats exist at all levels of the organization. 
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Strategic or corporate-wide threats, such regulatory non-compliance, are possible. Threats 
could be tactical and based on organizational weaknesses like inefficient programs. Threats 
based on technology weaknesses may be operational. Threat forecasting analyses several data 
points or sensors. Analysts in the legal or regulatory fields might be threat sensors. Program 
evaluations, technical updates from analysts or suppliers 

Calculate risk: The frequency with which the threat forecasting procedures are triggered must 
take into account the anticipated pace of change in the threat environment. An operational 
danger, such as newly discovered technology vulnerabilities, often has a shorter tolerated 
response time than strategic threats, such as failure to comply with upcoming requirements. 

Incident Assessment: Threats that have materialized are known as incidents; alternatively, a 
vulnerability has been exploited to start an incident-causing event. The "lessons learned" that 
may be used to both identify the underlying vulnerabilities and estimate the future chance of 
reoccurrence make incident review, even while it is initiated reactively, proactive. Performance 
analysis will highlight strengths and deficiencies, whereas forensic, or "root cause," analysis 
will highlight technological and procedural flaws. 

Risk Evaluation: Relevant threats and vulnerabilities are identified via the procedures of threat 
forecasting and event review; however, relevant threats and vulnerabilities are not always 
hazards. To assess the presence and level of risk in the relevant environment, identified threats 
and vulnerabilities must be quantified. Quantified risk enables the rational prioritising of 
corrective actions and the making of well-informed decisions. 

Assessment Scope: Strategic Evaluation: Strategic risk analyses examine cross-domain 
corporate business operations. Information risk does not exist in all examined business 
operations. 

Tactical Evaluation: The capacity of the information security programme to recognise and 
reduce relevant strategic risks to information is examined through tactical risk assessments. 

Operational Evaluation: Operational risk analyses examine a domain's capacity to achieve 
tactical control goals in safeguarding certain information assets. An operational risk assessment 
that is specifically targeted is one that looks at technical vulnerabilities. 

Assessment Framework Since the wide collection of threats and vulnerabilities that results 
from brainstorming "worst case" scenario scenarios may be confusing, an assessment 
framework helps to retain structure throughout the risk assessment process. A framework for 
risk assessment enables thought organisation and the identification of connections among this 
wide range of risks and vulnerabilities. A risk assessment framework may be further separated 
into, for example, purposeful and unintentional components starting from the assumption that 
information risk is predicated upon breaches of confidentiality, integrity, and availability. 
Further subdivisions provide a "threat tree" that enables orderly "cataloguing" of risk and 
improves the capacity to posit and evaluate pertinent risk queries. 

Risk Quantum: The process of quantifying risk begins with the selection of pertinent factors, 
which are subsequently incorporated into a risk-rating algorithm. When, for instance, utilising 
the resulting risk rating to make financial choices, a quantitative evaluation may be required 
while requiring much more work than a qualitative review. Typically, likelihood and damage 
are used as two independent variables in qualitative risk quantification. The complexity of risk-
rating algorithms varies according to the amount of precision and depth that must be provided 
by the assessment. 
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Probability: You may think of probability as having three characteristics. Overall probability 
must take into account every factor: 

The likelihood that the situation will recur on a regular basis. 

Simplicity: The amount of work necessary to develop the scenario 

Motivation: The attacker's tenacity 

Each vulnerability is affected by frequency and simplicity, while the organisation is affected 
by purpose. An externally exposed firewall, for instance, has a high likelihood of penetration 
attempts but a low likelihood of success. More concentrated attention may be paid to a military 
contractor or financial institution than to a home computer user. 

Harm: The organization would suffer harm if the event were to be successfully carried out. 
Another viewpoint that is sometimes utilized in risk assessment is value, where value is viewed 
in terms of availability and damage is regarded as lack. This is because harm is often associated 
with a specific physical object. In the evaluation of enterprise business process risk, this 
viewpoint is increasingly prevalent. 

Raw Peril: Raw risk, or risk before the implementation of controls, is the risk resulting from 
the identified vulnerabilities quantified by an algorithm using the independent variables of 
likelihood and damage. Threat exposure, sometimes referred to as the risk environment, starts 
with raw risk. Raw risk also serves as the foundation for "before and after" perspectives, which 
are altered when controls are taken into account to determine residual risk. The justification for 
the implementation of mitigating measures is the existence of an unacceptable amount of raw 
risk. 

Risk Acceptance: The risks must be handled when they have been identified and analysed in 
relation to particular vulnerabilities. The following choices are available for making decisions 
about risk, depending on the organization's risk tolerance criteria. 

Reduce Risk: By moving a data centre, for instance, risk may be reduced. Risk may be shifted 
to an entity with a larger risk appetite, such as an insurance company. 

Embrace Risk: Danger may be tolerated, but vigilance demands attention to: 

1. Who has the authority to take on a certain degree of risk? 
2. How is risk acceptance predicated on making well-informed decisions? 
3. If the whole amount of acknowledged risk is still manageable. 

Reduce Risk 

Using compensating measures may reduce risk to a level that is tolerable. Risk cannot be totally 
eliminated; it can only be decreased to a manageable level. 

Controlling goals: Control goals act as the connecting thread between certain vulnerabilities 
and particular controls. The first step in determining the necessary controls to reduce the risk 
brought on by the vulnerability is to define the control goals. Control goals provide a risk-based 
justification for resource allocation. 

Choice of Controls: Tangible controls may be chosen once control needs have been 
determined from control goals. 

Controls that are optional: Discretionary controls have the ability to compare costs and benefits. 
In general, the benefits realised must outweigh the costs associated with risk mitigation. In 
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essence, we are determining "at what cost" the risk is acceptable via a cost-benefit analysis. No 
matter how they are measured—financially or otherwise—all direct and indirect costs and 
benefits must be taken into account. It is possible to think about and use more than one choice, 
either alone or in combination. For instance, risk may be reduced to a certain extent by 
mitigating measures like support contracts, with any remaining risk being transferred through 
suitable insurance or risk financing. 

Required Measures: In contrast to discretionary controls, mandated controls are chosen 
without consideration of cost. To reduce certain hazards, these measures must be put in place. 
There could not be a risk acceptance choice because of rules and laws, for instance. 

Threat Management 

Creation of an Action Plan 

The company needs a treatment plan that outlines how the selected restrictions will be put into 
practise. The treatment plan should be thorough and include all pertinent details including 
suggested activities, priorities, or timetables: 

1. Needs for resources 
2. Roles and duties of every party concerned with the intended activities 
3. Performance evaluation 
4. Standards for reporting and monitoring 

Action plans should reflect the culture, beliefs, and views of all stakeholders and may include 
strategic, tactical, and operational elements. 

Action Plan Approval: The action plan's initial approval, like with other management plans, 
does not guarantee its successful execution. The strategy needs the backing of senior 
management at every stage of its development. An ISMS is by definition a means of 
empowerment for risk management, with explicit trickle-down authority clearly demonstrating 
management support and approval at the highest levels. 

Implementation of Action Plan: Identification of needs and the acquisition of necessary 
resources for plan implementation are critical duties of the action plan owner. This might 
include tangibles like people, processes, and goods, as well as the component pieces chosen to 
achieve the necessary control goals. Someone will eventually have to incur the risk of not 
following the action plan if the available resources, such as money, are insufficient. The ISMS 
framework offers the mechanism for transferring risk, and the risk management model permits 
transferring risk to a willing risk acceptor. 

The intentional reduction of risk to an acceptable level is a crucial component of the risk 
management process's success. The tactical capacity to achieve this equilibrium or steady state 
via the intelligent selection and application of efficient and effective controls is a crucial 
performance indicator. The efficiency and effectiveness of controls may be assessed using 
operational metrics. 

Risk Measures: The information security programme may benefit from a variety of risk 
metrics. 

Method Metrics: A CSF that describes the process's effective execution is a part of every 
process by definition. By the use of process KPIs, the CSF is assessed. Process metrics are used 
to analyse key performance indicators. Process execution deals with process efficiency, while 
process design deals with process effectiveness. For instance, a strategically effective risk-
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mitigating operational "incident response" procedure has been developed, but the performance 
metrics focus on operational efficiency variables like "time to react." 

Performance metrics Program Metrics: Program metrics often assess the efficiency of a 
procedure. These tactical process effectiveness metrics need a "past" to compare them against, 
and the duration of the history adds value. Although maturity modelling is by its very nature 
historically oriented, this kind of assessment complements it. 

Ecological Metrics: While assessing an organization's risk profile and consequential risk 
strategy, environmental measurements are useful. For instance, a reaction mechanism that 
provides information into the surrounding environment may be routinely activated. This 
statistic does not speak to the effectiveness or efficiency of the information security 
programme, but it may help to justify its use or methods. 

Control Qualities: In this sense, controls may be seen as having the two separate 
characteristics of maturity and weight. 

Maturity: Controls continue to exist in varied states of maturity as risk treatment develops. 
One may measure how well different kinds of controls are doing in relation to achieving their 
goals and the consequent decrease in risk by taking into account the maturity level of those 
different types of controls on a standardised scale. 

Weight: There may be justification for weighing the importance of a particular type of control 
in certain circumstances. Preventive controls, for instance, may be much more valuable than 
investigative and reactive controls in a risk-averse context, such as the nuclear sector, and 
should be given the appropriate weight. 

Remaining Risk 

Risk that still exists after risk mitigation is known as residual risk. Raw risk is the starting point 
for residual risk, and an algorithm is often used to adjust the raw risk environment using risk-
mitigating control variables. In essence, untreated residual risk is accepted danger. The 
reduction of residual risk to an acceptable level is the iterative risk management process's main 
aim, hence it may take many iterations to accomplish this. For instance, it can take many cycles 
for a vulnerability management process that monitors the system patching life cycle to reach 
an acceptable residual risk of 5% unpatched. The control of risk to information in any form 
based on the risk criteria of confidentiality, integrity, and availability is the emphasis of 
information security, a targeted application of risk management. As a result, an organization's 
risk management programme includes an information security programme, which can be easily 
managed in the context of a process-based ISMS. Information security programme structure is 
added by ISMS and risk assessment frameworks, which explicitly define risk roles and duties. 
A process-based approach offers measurements to maximise efficiency and effectiveness while 
lowering risk to a manageable level and is repeatable, defendable, and extendable. 

Organizational Transformation: Security experts' major gripe is that they don't have the tools 
they need to conduct their jobs. Metrics, strategy, how to pitch a programme to higher 
management, and even how to construct a business case are all topics covered in seminars. 
What's apparently lacking is a clear description of how everything fits together with a detailed 
"how to." By thoroughly outlining the steps involved in the process as well as the components 
required to convert a department so that it can satisfy the unique needs of an industry and 
organisation, this is an effort to achieve exactly that. Information technology or corporate 
security managers must constantly choose between carrying out their regular duties and 
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working to make their programmes better. The former cannot be rushed; otherwise, it may get 
much worse and never get better. 

---------------------------- 
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Data security refers to the measures and controls that are put in place to protect sensitive and 
confidential information from unauthorized access, use, disclosure, disruption, modification, 
or destruction. Data security is a critical aspect of information security, as it helps to ensure the 
confidentiality, integrity, and availability of sensitive information . 

There are several measures and controls that organizations can implement to improve 
data security: 

Encryption: This involves converting sensitive data into a coded format that is unreadable to 
unauthorized parties. This can include encrypting data at rest stored on a device or in a database 
and data in transit being sent over a network. 

Access controls: This involves implementing measures to ensure that only authorized 
individuals and systems can access sensitive data. This can include implementing 
authentication and authorization mechanisms, such as user IDs and passwords or multi-factor 
authentication. 

Data backup and disaster recovery: This involves creating copies of sensitive data and 
storing them in a secure location so that they can be restored in the event of a disaster or data 
loss. This can include creating regular backups of data and testing disaster recovery procedures. 

Physical security: This involves implementing measures to protect sensitive data from 
physical threats, such as natural disasters, fires, or theft. This can include implementing security 
controls such as fire suppression systems, surveillance cameras, and access control systems. 

Network security: This involves implementing measures to protect sensitive data from 
network-based threats, such as hacking, malware, and denial-of-service attacks. This can 
include implementing firewalls, intrusion detection/prevention systems, and virtual private 
networks (VPNs). 

Compliance: This involves ensuring that the organization's data security measures comply 
with relevant laws and regulations, such as HIPAA, PCI-DSS, and the GDPR. 

Data classification: This involves identifying, labeling, and protecting sensitive data 
according to the level of sensitivity and the associated risks . This can include creating a data 
inventory and mapping the data to the appropriate level of protection. 

Data governance: This involves creating policies, procedures, and oversight mechanisms to 
ensure the security and integrity of data throughout its lifecycle. This can include creating data 
retention policies, incident response plans, and regular data security audits. 

Data loss prevention (DLP): This involves identifying, monitoring, and protecting sensitive 
data from unauthorized access, use, or exfiltration. This can include monitoring network traffic, 
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email, and endpoint devices for sensitive data, and implementing controls such as data 
encryption and data masking. 

Cloud security: This involves implementing security measures to protect sensitive data when 
it is stored or processed in a cloud environment. This can include implementing encryption, 
access controls, and network security measures and understanding the shared responsibility 
model of the cloud providers. 

Data privacy: This involves implementing measures to protect the personal information of 
individuals from unauthorized access, use, or disclosure. This can include implementing data 
protection policies, data minimization, and data retention practices, and providing transparency 
about data collection and usage. 

Incident response: This involves having a plan in place to identify, investigate, and respond 
to data security incidents. This can include incident response procedures, incident response 
teams, and incident response training. 

Third-party risk management: This involves assessing the risks associated with vendors, 
contractors, and other third-party partners that have access to sensitive data. This can include 
conducting security audits, implementing security controls, and regularly monitoring the 
security of third-party systems. 

Cyber hygiene: This involves regularly maintaining and updating software and hardware, and 
implementing best practices to improve overall security posture. This can include patch 
management, malware protection, and security awareness training. 

Continuous monitoring: This involves implementing automated tools and techniques to 
continuously monitor and assess the security of systems, networks, and data. This can include 
security information and event management (SIEM) systems, vulnerability management, and 
threat intelligence. 

Data security is a critical aspect of information security and organizations need to take a 
comprehensive approach to protect sensitive and confidential information. This includes 
implementing data security measures such as encryption, access controls, data backup, disaster 
recovery, physical security, network security, and compliance . Organizations should also 
regularly review and update their data security measures and align their data security efforts 
with their overall security and business goals. 

It's worth mentioning that data security is not only about protecting data from external threats, 
but also internal threats such as employee negligence, malicious intent, or accidental data 
breaches. Organizations should also implement security measures to protect against internal 
threats and have clear policies, procedures, and training in place to ensure that employees 
understand their role in protecting sensitive information . 

Data security is a multifaceted and ongoing process. Organizations should implement a 
comprehensive set of security measures and best practices to protect sensitive and confidential 
data from unauthorized access, use, disclosure, disruption, modification, or destruction. 
Organizations should also regularly review and update their data security measures and align 
their data security efforts with their overall security and business goals. 

An honest and full assessment of a department's scope and performance in achieving that scope 
is necessary in order to improve the department's present situation. Any threats, competition, 
or regulatory issues must be understood, and an informed prediction must be made as to what 
the challenges will be in the next three to five years. The security expert must comprehend his 
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or her own company, down to the internal politics and key actors, on an operational detail level. 
Lastly, security managers need to be aware of their own flaws as well as those of their staff. 

"If you know the opponent and know yourself, you need not dread the conclusion of a hundred 
wars," stated Sun Tzu in 500 BC. Some individuals find it strange to see coworkers as enemies. 
Maybe opponents would be better, but because the budget is divided across all departments 
and there will always be less money available than asked, if one department's budget is 
increased by by 5%, another department would get less money. Security professionals need to 
first understand themselves, their department, and, at the very least, the other departments that 
report to their boss before starting down the route of expanding their department. All noncore 
departments should be thoroughly analysed if there is time or if the security expert has been 
employed for a sufficient amount of time. In this sense, it should be clear what the result of a 
thousand budget battles—and make no mistake, they are battles will be. 

The objective of this review shouldn't be to boost budget since it's conceivable that, when it's 
done, the analysis would suggest performing less work or handling the present workload in a 
different way, which might result in expenditure being reduced. Few security departments are 
likely to overspend, but the goal should not merely be to raise funds since this is not a certain 
way to be successful. 

The idea is to create a department with a clearly defined scope of duty that will mitigate risk to 
the extent that the corporation is comfortable with and utilise the fewest resources possible to 
achieve that goal. These goals are anticipated to include topics like finding, training, and 
keeping qualified staff. There are many ways to tackle this, including merely throwing money 
at the problem, but competent managers find methods to supplement the cash flow as well as 
to inspire and engage employees without depending exclusively on a series of meetings. This 
is discussed in more length under the Worker engagement section. 

The department transformation process consists of six steps: 

1. Strategic outlook 
2. Analysis of gaps 
3. A business argument 
4. Implementation 
5. Departmental effectiveness 
6. Employee engagement 
7. The overarching strategy 

Three parts should make up the strategic vision document: the present situation, the desired 
future situation, and a thorough description. As most departments have been in existence for 
some time, there are certain historical justifications for how they are set up and how they carry 
out specific tasks. People who are now employed by the department may or may not be aware 
of those causes and origins, but it is really preferable if they are not. Knowing something 
triggers feelings, particularly if it was developed by a beloved current or former employee and 
is currently being used. It is crucial to have a thorough and accurate grasp of the existing 
situation of a department before addressing the first phase, which is developing a strategic 
vision for it. To achieve this, categorise the department's components into functional categories 
and provide a few phrases that define each one. The objective is to honestly characterise each 
part rather than being all good or entirely negative. An independent expert could be useful if 
this is challenging. A cheap outside viewpoint might come from a peer from another firm or 
even an auditor from your own, particularly if they are ready to go through the same procedure. 
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It's crucial to keep up to date and contribute to explanations that higher management can easily 
understand. The areas in a converged department were divided into the functional areas of 
physical security, corporate security, and IT security. When the security areas are divided into 
these broad categories and all relevant components are listed underneath them with a bullet for 
each, upper management is better able to comprehend the security areas. While it may be 
helpful to finish a first draught, it is equally crucial to gather department staff feedback. Input 
will be focused on the content rather than the format, saving time. 

The style of the next piece of writing should be the same as the first, but it should be titled 
"future state" and feature bullets describing how you want the functional sections to either take 
shape or be perceived. An in-depth explanation of your department's scope is the last 
component. This section contains a lot of information that no one, including your supervisor, 
will likely read in its entirety, but it is mostly for you or the person who will replace you in 
your position. It's important to keep in mind the factors and circumstances that influenced your 
choices. This section, which contains three or, potentially, four sections, depends on the 
industry, provides a more thorough explanation of each program. 

Coverage There are security officers at five different places. All officers are employed by the 
Very Excellent Officer Co., and as of December 2007, the contract, which has a one-year 
extension option and a four-year term, is in its third year. Security personnel are unarmed and 
have first aid training. The officers are paid an average of $2 per hour less than at comparable 
organizations in the region, according to a recent poll, and turnover is at 80%. 

Trends While the quality of officers and associated salary rise imply that many firms are 
expecting more from their officers in terms of education, training, and professionalism, current 
trends still demonstrate a preference for contract security officer coverage. 

upcoming plans: Analyze the existing level of coverage, taking into account both the officers' 
postings and any additional duties we could assign to them. When the contract ends, issue a 
request for proposals and provide a scope that will take into account the company's changing 
demands. 

Regulatory Considerations: Adding such coverage might either assist prevent or lessen the 
severity of additional regulation, even if there are presently no rules mandating security officer 
presence at vital locations. A five-year plan is typical since it is far enough into the future for 
modifications to be possible but not so far away that too many changes might cause your goals 
to fail. It would be wise to solicit the opinions of both senior management and direct 
subordinates at this time. Consider all the problems presently affecting the department and 
make an effort to put them into perspective. Security professionals have a fantastic chance to 
demonstrate that they are business managers first and security specialists second. While it is 
the duty of the security professional to keep the business safe, it is not feasible nor cost-
effective to make every danger a possibility. Accepting some risk is necessary, even with little 
effect. 

Try not to confine the analysis throughout this exercise to the boundaries of the department's 
existing purview. Ask the difficult questions, such as whether the security department would 
be the ideal location to carry out certain tasks currently handled by another department, and the 
converse, whether another department would be the ideal location for certain tasks currently 
carried out by the security department. The idea that conventional security jobs and Computer 
security can coexist is not shared by everyone. Before completely rejecting it, consider if the 
firm might benefit by looking beyond preference and prejudice. What about background 
checks, as an illustration? According to a poll published in the July 2006 issue of Security 
Director's Report by the Institute of Management and Administration, 89 percent of the 



 
 

92 Database and Information Security 

respondent businesses performed background checks. Instead of security, use human resources. 
Not keeping people out, but bringing them in, is one of HR's primary responsibilities. Which 
department is better suited to do background checks as Security is excellent at keeping 
individuals out? 

Every organisation will have a unique experience, and it can take numerous draughts and 
roughly three months to finish with two to four hours of labour each week. Since it will serve 
as the foundation for the transition, the time invested will be worthwhile. After finished, keep 
in mind that this is only the beginning. A gap analysis between the present state and the planned 
future state must be completed next. From this study, it will be possible to ascertain what will 
be done differently, how it will be done, who will be required on staff, and what abilities they 
will need in order to succeed. This could involve new guidelines, items, partners, and people. 
At this time, try not to jump to a conclusion; instead, concentrate on spotting the gaps. The gap 
analysis between the present and the future state, using the guard force example from before, 
may be the previous RFQ lacked minimal standards for officers or contract performance 
metrics, Compared to the rest of the area, officers get low salary, and Absence of enterprise-
wide risk assessment or company-wide business impact study to identify crucial places 

Avoid attempting to address the issues in the gap analysis while it is being developed. The 
solution to how to recruit more qualified and talented officers is more straightforward than 
most people would realise, but none of the challenges should be very challenging. Without this 
practise, you may be able to solve certain issues, but you might not be able to identify every 
area that needs to be changed because you lack the discipline the exercise demands. If you 
provide them with stuff in pieces, your management could not offer you full support. Even 
though it is simple for you to comprehend the big picture, as with mathematics, department 
leaders should be able to think strategically. It is crucial to demonstrate your efforts in order to 
get credit or, in this instance, buy-in from senior management. The answer to the guard officer 
coverage problem is undoubtedly not difficult, but it will be necessary to develop more than 
just an opinion throughout the data collection process. Collect the information that will be used 
to build the business case, and include higher management throughout the process so that they 
are familiar with it by the time it is presented. 

Analysis of Gaps: Now that high management has endorsed the strategic vision, it's time to 
figure out how to move from point A to point B. Only by doing this degree of study can one 
truly comprehend what a particular organisation requires from its security department, thus the 
effort is worthwhile. It is OK to hire a consultant to assist with this procedure. A work plan, 
which may be as simple as a table with the milestone dates and performance metrics, will be 
the result of the gap analysis. Prioritizing the work plan into a multiyear framework that 
arranges the phases in the execution order will be the last step. It is hard to begin this process 
without having certain assumptions, but you should be aware that the outcome can be different 
in the end. Moreover, keep in mind that this is a dynamic document; if anything changes, it is 
critical to do a fresh gap analysis and reassess the area that is affected. If there is no need for 
change, the gap analysis may show the need for nothing, or it may show the need for multiple 
things. If any of the necessary items need more funding, a business case will probably be 
required to get it. 

Case for the Business: It is necessary to save all of the paperwork generated throughout the 
process of figuring things out, but this paperwork is not the business case. The data is taken 
from these documents. Business instances are no exception; every organisation conducts its 
operations differently. Although some businesses use sophisticated styles that resemble novels, 
others merely use one page, and the majority don't use any kind of structure at all. While the 
one-page business case is appealing, it might be difficult to convey all of the justification in so 
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few words. Instead of attempting to alter everything at once, it is advised to break down all of 
the necessary components for a department transformation into different instances, such as 
guard force management as one and depart- ment restructuring as another. Moreover, aim to 
limit the number of business cases with a significant financial effect to no more than two each 
year. 

The amount of planning and networking for the business case will depend on the connection 
between a department head and the next level of management. Given how uniquely different 
each case is, this is the area where guidance is most difficult to offer. Consult with a dependable 
mentor inside the company for guidance if the connection between the department head and 
senior management is new or in doubt. Whether or whether there is guidance accessible, it is 
critical to understand what drives the next two commanding officers. This is essential when the 
change is communicated. Powerpoint presentations and an executive summary will work in 
certain circumstances; greater depth is needed in others. If there is confidence in the chain of 
command, less information should be required as the case moves up the chain. The toughest 
audience is often the one at the next level, although this isn't always the case. 

Implementation: Most likely, the implementation plan will consist of a multiyear focused work 
schedule that is divided into sensible and quantifiable milestones. It is crucial to write out all 
of the stages for all of the initiatives and spread them out over a few years since there may be 
several steps between the present condition and the desired end state. This is true particularly 
where budgetary resources will be needed. The sequence in which the work is divided up—
both inside each initiative and across the initiatives is crucial since some of the initiatives must 
be completed before others. Although certain acts are by their very nature sequential and reliant 
upon the completion of others, others may and should be accomplished in parallel. The most 
frequent error made by any team is to take on too much in a single year since the departmental 
burden must be finished during the change. 

Department Performance Evaluation: Most firms base their decisions on facts: What goods 
or services does the company offer? What price range are they allowed to set for their product 
or service? Can they produce new goods or provide novel services? Should they outperform 
the rivals in quality or price? Cost of products and overhead make up the two main categories 
for all expenditures in a business. If it is a manufacturing business, all of the raw materials, 
energy used to power the equipment, and labour costs to make the product are COGs. Overhead 
is everything that is not immediately related to the production, handling, selling, or distribution 
of the product. Except for a security firm, security is not a vital component of any business. 
Security is a concern. This is not to say that anything is not significant, but just because 
something is important doesn't automatically make it fundamental. As most businesses already 
have these departments and have them for some time, it is exceedingly difficult to demonstrate 
that the loss of an IT or corporate security department will outweigh the expense of such 
department. Hence, security is seen as a useful asset at best and a necessary evil at worst. The 
greatest strategy to achieve the perception of a valuable asset is to demonstrate its worth in 
terms of business. Retail businesses with loss prevention divisions may demonstrate the 
efficacy of their programmes by reducing shrinkage by measuring the percentage of shrinkage. 
The implementation of a skillful mix of preventive and reactive initiatives is required. 
Programs at other businesses with more conventional security divisions are harder to measure. 
Measurements should be made for each of these programmes as well as for all other work items 
and services. There are two categories of measures: those for which performance objectives 
may be established and those for which they cannot. Measures like the annual theft rate are not 
something you should set goals for. While this is work volume and should be monitored, setting 
specific goals for metrics that you cannot control or foresee is unproductive. Even if a 
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corporation does not mandate that the performance of its security department be measured, that 
department need to at the very least monitor workload, such as the volume of investigations, 
alarms monitored, individuals escorted, guard tours done, etc. This information will be crucial 
in developing a case for hiring more personnel or defending current levels. 

Budget: Avoiding going over budget before the end of the year is not the only metric for 
excellent budget performance. Also, you must be able to predict your monthly expenditure with 
accuracy. A reliable indicator of operational costs is the ability to predict it one month in 
advance, to within 5% of what it will really cost. The anticipated aim for capital projects, which 
are more dynamic, might be 10 percent. The second strategy may be to avoid going over budget 
before the end of the year, since this also directly affects the company's profitability. 

Customer Contentment: Some security professionals may not understand the notion of 
measuring customer satisfaction or even the idea that security departments have clients. 
Internal service providers, security departments help their company's core business in dozens 
of ways, both directly and indirectly. The idea is to identify these services and then determine 
how satisfied supervisors and above are with how those services were delivered. It is not 
advised to conduct a poll about investigations, but because giving access control, doing a 
background check, and distributing badges all need time and money, it is possible that 
consumers desire these tasks to be completed more quickly, less expensively, or even more 
precisely. A yearly survey inquiring about general satisfaction and specific satisfaction with 
regard to important services is the first step. Make sure there is a spot for comments and that it 
is anonymous. Warning: the first survey results and customer comments may be a bit difficult 
to understand if this is the first time consumers have been asked for input. The survey's findings 
might serve as supporting material for your business case and perhaps serve as a source of 
inspiration for your five-year plan. 

Cycle Periods: When people feel that services should be delivered more quickly, how quickly 
they are can be a major source of dissatisfaction. Customers become impatient and the 
credibility of the company suffers when it appears that certain services are taking too long, 
such as the time it takes to issue a company ID, finish a background check, issue a new laptop, 
grant logical access, or roll out a new application. When this happens, it's sometimes because 
the services are delivered too slowly, but other times it's because the customer's expectations 
need to be adjusted through honest and open communication. A security department needs to 
have at least some credibility in order to succeed and receive willing compliance with security 
policies, and treating customers with respect and keeping performance commitments are 
important first steps in developing that credibility. 

Employee Engagement: The truth is that it is the employees who complete the work and who 
have the power to make or break the agreed-upon strategic initiatives. Every manager should 
spend the right amount of time on employee engagement, which varies greatly by industry and 
nation, depending on the company and departmental culture. The first step is to ascertain the 
level of engagement that is currently present. Many businesses use a standardized survey 
offered by Gallup to gauge employee engagement levels. A decrease in workplace injuries, an 
increase in productivity, and a rise in earnings are all directly correlated with an increase in 
engagement scores over time, according to years of research. . There may be a method to 
develop a survey that is company-specific, but regardless of how it is carried out, there has to 
be a mechanism to gauge employee engagement so that efforts made to improve it can be 
monitored. 

Employee engagement essentially consists of showing concern for the welfare of the workforce 
and doing it in a professional manner via both words and actions. It also involves creating a 
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climate of trust, where individuals are confident in their ability to learn from mistakes and are 
free to voice their opinions. As with everything else, the results are inflated low the first time 
an opinion is measured, whether it be on this or customer satisfaction. If a group is asked for 
the first time, years of concerns come to the surface. The important thing is to be aware of this 
going in and ready for it. After something has been measured, acting on the results of the survey 
is the most crucial thing to do. Since there is an expectation of prospective change linked with 
being given an opinion in such a formal fashion, it is worse if no steps are performed than if 
there had never been a survey. Although it is not practicable to address every issue, it is crucial 
to make an effort and take reasonable measures to address one or two of the highest priority 
problems as determined by the employees. The employees from the surveyed group and an 
external facilitator work well to complete the action planning using the survey findings. The 
"boss" shouldn't be there since even bosses struggle with being non-defensive, in contrast to 
how difficult it is for employees to be honest with their employer. 

Choosing Your Security Program's Priorities: An effective information security programme 
offers a disciplined method for managing risk to an organization's IT infrastructure and the data 
it processes. Information security managers must make sure that they concentrate their efforts 
and allocate funds on the proper projects and technologies in a typical company that is always 
facing new risks in order to achieve the highest risk reduction for the business at the lowest 
cost. Making these judgements in the face of several significant obstacles is not an easy process. 
The commercial value of security expenditure is constantly examined by an organization's 
management; therefore, the security manager must become skilled in defending spending in 
terms that are relevant to the company. In the midst of a budget cycle, some risks might 
suddenly become more important, necessitating a reallocation of resources. A vital new R&D 
project that needs more security against industrial espionage and the potential theft of 
extremely sensitive intellectual property may serve. 

1. Instead of being the group that says "No" and puts a stop to new IT efforts, security has 
to change its image and become the group that says, "Yes, but let's do it this way so risk 
is decreased." 

2. The budget for security is in danger of being completely absorbed by rising regulatory 
compliance requirements. 

3. Lack of experienced information security professionals might increase the chance that 
security initiatives won't be completed on time or to the required standard. 

4. The adoption of new procedures and techniques could be hampered by internal political 
disputes and rivalries over territory. 

5. A significant security breach might cast doubt on the security manager's abilities as 
well as the effectiveness of the whole security programme. 

One of the biggest draws to the subject of information security for many experts is the constant 
emergence of new dangers, technologies, business activities, and laws. As it is difficult to ever 
create a state of perfect security in which all risks are minimised to a level that is acceptable to 
the organisation, this is often one of its biggest frustrations as well. Security, after all, "is a 
process, not a commodity." The security manager must continuously assess the risk 
environment, get business support for risk prioritisation, and change the program's emphasis 
as necessary to handle new threats and needs as they materialise. Yet, the ultimate goal 
shouldn't only be to lower information risk inside the firm; this is what a just competent security 
programme aims to do. Instead, it should go beyond that, allowing the company to engage in 
new business endeavours that would be too hazardous without an efficient security programme 
in place in order to boost revenue and shareholder value. This is what distinguishes a security 
programme as excellent, makes it useful to the company, and justifies its seat at the head table. 
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Stages of a Security Program's Maturity: Security programmes go through stages of maturity 
based on how well policies and processes are documented, how widely they are followed 
throughout the business, how well their effectiveness is measured, the level of support from 
senior management, and how developed the security infrastructure is, similar to Carnegie 
Mellon's Capability Maturity Model Integration for process improvement in software 
engineering. As part of the Control Objectives for Information and Related Technologies, the 
IT Governance Institute and the Information Systems Audit and Control Association also 
publish a security governance maturity model. For a security manager new to the position, 
knowing where an organisation sits on such a scale is crucial since activities that might succeed 
in a programme with greater maturity would probably fail in one with less maturity. For 
instance, creating a strategy plan for security in a company that often has security breaches due 
to insufficient infrastructure defences is more likely to be a pointless endeavour. Stabilizing 
the environment must be the main goal in such a circumstance so that the security manager 
may start to think more strategically and stop being merely reactive. It should be obvious that 
a company with a security programme that is less mature would struggle to manage threats to 
its information assets effectively, making it difficult to show the program's worth to the 
company. Yet, obtaining and sustaining the greatest levels of maturity is very challenging and 
calls for a lot of commitment on the side of the security team as well as a lot of backing from 
the organization's leadership. 

While COBIT has six levels and CMMI has five, this article presents a four-level simplified 
approach. The evaluation is based on 12 key areas of concern for each level, which are strong 
indicators of the maturity of an organization's security programme. Be aware that there may be 
a relationship between an organization's size and maturity level; as a company expands, 
neglecting or underfunding security concerns gets riskier as they become insurmountable. 
There are also not many significant corporations that are subject to Sarbanes-Oxley, which 
mandates the installation of a strong security program and system of internal controls. On the 
other hand, a lot of smaller privately owned businesses incur significant risks because of the 
nature of their operations yet lack a more developed program to manage such risks effectively. 

The next section offers a sample of essential questions that might aid in a maturity evaluation 
before looking at the features of the maturity levels. Strong management support gained via 
credible activity, adherence to repeatable procedures with quantifiable feedback loops, and the 
capacity to react and adapt quickly to a changing risk environment are, in general, the 
characteristics of a mature program. 

The characteristics of a mature security program: The features of security programs at each of 
the four stages of maturity mentioned here are described in the sections that follow. Be aware 
that not all companies will generally display all of the traits at a particular level. Alternatively, 
they could be more developed in certain areas but less so in others. Of course, it relies on the 
areas that have received the most attention up to that moment. 

Level 1 of Maturity: There isn't much of a security "program" at this level, to be honest. 
Information security issues have received little to no attention from organization management, 
and information protection actions are carried out wholly haphazardly. It should be noted that 
fewer and fewer firms are currently functioning mainly at this level in the current context of 
ubiquitous dangers and constantly rising regulatory constraints. The following categories have 
the following traits. 

Security regulations: There are no written rules, and the only ad hoc, non-repeatable methods 
are used for security chores. Lack of awareness of how staff actions affect security leads to 
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repeated security failures. The value of the organization's information assets is the same for all 
of them. 

Management backing: Information security is given little to no consideration by management, 
and there is no dedicated budget for security efforts outside of general IT. Security personnel 
are at the bottom of the IT hierarchy, show little to no grasp of business priorities, and are only 
concerned with technical issues like firewall configuration and user account management. 
Information security is seen by corporate management as an unmeasurable expense of 
conducting business. Be aware, however, that owing to security-related legislative 
requirements that are visible at the board of director’s level, this circumstance is becoming 
rarer and is almost unheard of in big or publicly listed organisations. 

Integration of security within the SDLC: Information security is not engaged in the creation 
of new systems and is just requested to approve their implementation. Since they are not 
conversant with the fundamentals of safe programming, systems engineers and programmers 
create programmes that are plagued with security flaws. 

Security officers: The organisation does not have any employees that are solely responsible 
for information security. Someone in the lowest echelons of the IT systems administration staff 
performs security tasks as simply another "hat" they wear. Due to a lack of training, these 
people are not aware with the essential criteria for these jobs. 

Technologies and infrastructure for security: On the organization's network, the bare 
minimum of tools is implemented, often a firewall and some antivirus that is not updated 
frequently. Maybe an unskilled individual configured the firewall, leaving vulnerabilities that 
might be exploited from the Internet. Lack of consideration for security while designing the 
network results in still additional openings for linked branch offices or other business partners. 
If utilised, a wireless local area network is unregulated and unstable. 

Management of threats and vulnerabilities: Patches and vulnerability information cannot be 
prioritised since there is a lack of agreement on the locations of the organization's essential 
assets. System fixes are applied erratically and sometimes considerably behind schedule. This 
enables more system exploitation and harm from hackers and viruses, resulting in extra 
downtime as systems must be cleaned up and put back into service. 

Administration of configuration: The flow and control of systems from development to test 
to production are unregulated and unstructured, and developers have unrestricted and 
unmonitored access to production systems. Ad hoc and untracked system modifications cause 
downtime, which is the consequence of illegal and untested modifications. 

Access management: On systems, accounts for former workers are more active than accounts 
for present employees. Employees lack knowledge about using secure passwords, and 
authentication techniques are ineffective. Employees often put their passwords on a sticky note 
placed on their monitor since there is no password policy in place to require them to be changed 
on a regular basis. There is no access log monitoring carried out. 

Assessments and audits: Financial audits provide minimal consideration to information 
security risks, and no external evaluations of the organization's security posture are conducted. 

Continuity of operations: There is no DRP or business continuity strategy. Management 
hasn't given a lot of thought to the likelihood of a disaster terminating the company. The 
organization's vital information assets have not been the subject of a BIA. 
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Event management: Ad hoc and ineffective responses to security problems are carried out by 
inexperienced staff. Staff spends a lot of time cleaning up virus breakouts and system 
intrusions, which is unfortunate for a level 1 business since problems happen often. 

Awareness and instruction: Since there is no security awareness programme in place, staff 
members are not aware of their responsibilities for safeguarding the organization's information 
assets. 

Level 2 of Maturity: A fundamental security programme has been created at this level. 
Management is aware of security risks, but mostly in a reactive way. For instance, a virus 
epidemic has highlighted the need of maintaining desktop antivirus software. The following 
characteristics are among them: 

Security regulation: There are certain fundamental guidelines in place, such one for using 
staff email. Business-critical data is stored on key systems that have been identified but are not 
completely documented; these systems are given greater protective care than other systems. 

Management backing: While security expenditure as a proportion of the IT budget still lags 
below industry standards, management is aware of security concerns and believes that some 
degree of security control is desired to prevent downtime and safeguard firm information 
assets. Management does not set a good example for employees to follow or publicly express 
its support for them. The main cause of this is that security people find it challenging to frame 
security challenges in commercial terms. Integration of security within the SDLC. Before 
systems are put into production, security might sometimes call for fixes during the testing phase 
of system development. Despite some developers' knowledge in safe programming techniques, 
they are not always held to Criteria for documented security: 

Security officers: To concentrate on security concerns, management has financed at most a 
few full-time security staff jobs in the IT department. Key IT staff members have received 
some security training and are aware of several major risk areas. 

Technologies and infrastructure for security: The network and computer systems of the 
company have a set of tools in place, but there are still certain openings that might enable a 
substantial amount of harm from an assault. Although network intrusion detection sensors have 
been installed on some critical network segments and antivirus software is automatically 
updated, they are not tuned properly, and administrators frequently disregard the alerts they 
produce because of false-positive detection rates that are too high. Traffic filtering has been 
performed on connections with business partners. 

Management of threats and vulnerabilities: While some basic prioritising of patching 
activities has been made possible by the identification of the organization's critical systems, it 
often occurs that Web servers on the perimeter get less attention than internal database servers 
despite being exposed to more risks. Since manual methods are still being used, critical fixes 
are implemented too slowly. 

Administration of configuration: While they must first get permission from the IT operations 
manager, developers still have access to production systems since they are the only ones who 
know how to fix the applications those systems are running. While there is less downtime, it 
still occurs as a result of insufficient testing, sometimes as a result of poor integration testing. 

Access management: User log-in accounts are slightly more tightly managed, although many 
accounts are still not promptly terminated, possibly just once a year or twice. Employees have 
received some advice on choosing strong passwords and protecting them, but password quality 
is inconsistently enforced across platforms. Strong authentication is used for administrative 
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access by several important systems. On crucial systems, access logs are carefully kept track 
of. 

Assessments and audits: An outside company is hired to do yearly security audits and 
assessments, but the report is never shared with anybody higher up in the organisation than the 
IT manager or director since the security flaws they reveal would be too humiliating. In later 
reports, there are still a few significant problems that need to be resolved. 

Continuity of operations: There is a simple DRP for IT systems, but it has never been put to 
the test. It's possible that a vendor and a rehabilitation facility have signed a contract. Yet, top 
management hasn't given the problems with company recovery much thought. Seldom, if ever, 
are data backup tapes examined for restoreability. 

Event management: A fundamental procedure for addressing incidents has been laid down in 
writing, and several important team members have undergone training. Yet, no official team 
has been established, and regular security issues often lead to impromptu, panic-driven 
responses. 

Awareness and instruction: The promotion of security awareness is minimal and intermittent. 
Malware breakouts still occur often because many workers are still ignorant of essential safe 
computer practises. 

Level 3 of Maturity: The security programme is now functioning rather effectively and has 
the backing of the organization's management. The security manager is able to concentrate 
more on strategic initiatives since tactical reaction is mostly under control. The areas where 
initial capital investments will lead to continued operational cost reductions are identified. Due 
to a lack of effective instruments to further automate operations, however, there are still gaps 
and some of them still need too much manual effort. The following characteristics are among 
them: 

Security regulations: The organisation has created and distributed a thorough set of policies, 
norms, and guidelines. Risk is heightened when compliance is checked in certain areas but not 
in others. Certain jurisdictions might benefit from more powerful enforcement tools, such as a 
Web traffic monitoring tool to catch people who violate a rule prohibiting the distribution of 
copyrighted material. 

Management backing: The security spending is typical for the sector. Management 
completely supports a strong security programme since they have a comprehensive awareness 
of the information dangers the company faces. Also, management seizes any chance to express 
to the workforce its support for security. The chief information officer or other senior 
management receives frequent metrics and status updates from security management. 

Integration of security within the SDLC: Security is often engaged in the early stages of the 
development of new systems and has the capacity to elevate security concerns before the 
deployment of such systems in production. There is a procedure in place for accepting the risks 
associated with noncompliant systems. The majority of developers have taken some secure 
development methodologies training. 

Security officers: A senior manager or perhaps a chief information security officer is in charge 
of a specialised security team that consists of several experienced and qualified employees. 
Compensation is above average for the sector to attract and retain talent. Key personnel in other 
areas aid in achieving security goals. 
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Technologies and infrastructure for security: In order to prevent, monitor, and report on 
things like virus activities, network intrusion attempts, assaults on the wireless LAN, and Web 
application attacks, several tools have been installed across the network. However this has led 
to a proliferation of point solutions that need intense operational care and complexity that raises 
the danger of mistakes or failures. To standardise and correlate alarms from log feeds from the 
intrusion detection system, firewalls, and critical systems, a security event management tool 
set and methodology are employed. Yet, other aspects, like centralised identity management, 
may still need more automation. It's possible that a fundamental reference architecture for 
security functions has been created. 

Management of threats and vulnerabilities: Using a dedicated patch distribution 
mechanism, the majority of crucial systems are fixed within a week. There may still be issues. 
For instance, a customer relationship management system or enterprise resource planning 
system may have patch delays because of extensive customisation, increasing the chance that 
fixes would damage the programme. Also, there may not yet be a strong link between some 
threats and the many vital systems on the internet. 

Administration of configuration: Only operations staff are permitted access to production 
systems, and all fixes are first tested in a development environment. Manually entered system 
configuration data is kept in federated repositories. 

Access management: User log-in accounts are reasonably well-managed, albeit they are still 
primarily done manually. There is no enterprise-wide identity management solution in place. 
Strong two-factor authentication is necessary for certain important application systems as well 
as super user-level administrative access to host systems and network infrastructure. The 
location of the data centre is secure, and access is strictly regulated. The idea of data ownership, 
with owners being in charge of choices about access, has gained traction. 

Assessments and audits: Regular audits and evaluations take place, and the findings are 
shared with important stakeholders, who then work together to develop plans for remedial 
action. High-risk findings are handled reasonably quickly, and the reporting to top management 
is completed. In order to define standards for a third-party security review of the business 
partner's security procedures, security is also partly engaged in the due diligence process when 
significant new business partnerships are started.  

Continuity of operations. There is a plan that is pretty comprehensive and has been tried at 
least once in the last 12 months. Yet, it may not have been updated to take into account fresh 
corporate plans or brand-new locations handling crucial IT tasks. Yet, upper management has 
given the plan the necessary cash and supports it. As part of the routine rotation, restoreability 
tests are performed on backup media for certain of the critical systems. 

Event management: There is a virtual crisis response team made up of qualified personnel 
from important departments. The team is capable of responding to security events that arise 
and the IR strategy is tested at least once a year. Unfortunately, there is a lack of cooperation 
with other crucial divisions within the company, including senior business management, 
communications, and legal. 

Awareness and instruction: There is an annual effort to remind the staff of the significance 
of certain security measures, and new hires are educated on security standards. The number of 
malware instances has decreased as a result of workers' enhanced procedures. The security of 
intellectual property has also increased. 
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Level 4 of Maturity: The security programme is running at its greatest level at this point, 
where it is optimised and extremely effective. It also has board-level backing, resulting in a 
risk-aware company that does not just depend on the security team to keep things safe. Security 
is seen as essential to the operation of the company and allows it to expand into sectors that 
would otherwise be too dangerous. Employees help protect the company's information assets 
by using a comprehensive set of technological and procedural security procedures. The security 
staff is able to react swiftly to emerging threats because to the automation of critical operations 
and reporting methods. Annual reviews and updates of comprehensive rules and standards are 
performed, and many methods are used to check compliance. Insufficient compliance areas are 
addressed as necessary with more technological controls or more training. 

Management backing: Senior business management has integrated information risk into the 
organization's broader risk management strategy and shows complete support for security 
objectives. The company's top security officer often asks permission to update senior business 
management on the state of and future plans for information protection because of his or her 
high level of trustworthiness. 

Integration of security within the SDLC: Security has been included throughout the whole 
SDLC process. Before the creation of a new system, security needs are established. The 
majority or all developers adhere to the secure system development techniques used by the 
business, and all applications are functionally tested for security before going live. 

Security officers: Top talent is drawn to the security team by excellent pay and a fascinating 
atmosphere. They try to understand the company and speak its language rather than 
concentrating purely on technical issues so that risks may be presented in a manner that is 
relevant to business decision-makers. All the necessary training is available to team members, 
and they cycle through various jobs to broaden their skill set. 

Technologies and infrastructure for security: Whenever feasible, security duties have been 
automated to save labour and reduce mistakes. The security infrastructure is also managed 
centrally in a special security operations centre. Toolsets provide a fully integrated operating 
capability. Tools provide detailed measurements that allow for the precise identification of 
areas that need extra attention and improved quantification of risk reduction. 

Management of threats and vulnerabilities: Rapid patch distribution throughout the 
company is made possible by a thorough and often updated configuration database of all 
essential systems. The risk exposure of patches determines their priority. 

Administration of configuration: The automatic feeds of configuration data are saved in a 
centralised database, demonstrating the strong connection between CM and TVM. This 
database is a potent tool for managing the organization's entire security posture. 

Access management: To handle user and system credentials and make sure they are added 
and removed on time; an enterprise-wide identity management system is utilised. The necessity 
for frequent password changes has been decreased as a result of self-service password reset 
and two-factor authentication for critical systems. In order to guard against internal sabotage 
and other harmful actions, superuser access is strictly regulated. All application systems have 
formally identified owners who control access. 

Assessments and audits: The business's activities are properly integrated, and security, 
compliance, and audit all collaborate to continuously enhance the control system. Reporting 
paves, the way for explicit industry certification, like ISO27001. 
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Continuity of operations: A thorough cross-team strategy is in place and is practised at least 
once a year to allow quick restart of essential company operations in a different location. 
Developers assist in identifying crucial business operations that need recovery plans since it is 
ingrained in the development process. The committed, knowledgeable manager and employees 
that oversee the BC/DR function make sure that the plan is consistently updated to take into 
account new locations and projects. 

Event management: The implementation of an enterprise-level IR strategy has been 
coordinated with all significant departments. The highly skilled IR staff is capable of 
responding to practically any circumstance quickly and effectively thanks to scenario 
preparation. 

Awareness and instruction: A comprehensive awareness programme makes sure that staff 
members are consistently informed about and reminded of their duties to uphold the 
organization's security. The messages are adjusted using metrics for awareness programme 
effectiveness to pinpoint areas that need additional focus. IT staff and data custodians get 
specialised training. 

Decide on the Best Priorities: Focusing on the proper problems is essential for success for 
security managers who are new to an organisation or those who are experienced managers 
trying to gain the most leverage possible with their tight budgets. For instance, in a less 
developed programme, it can be foolish to invest time and resources on complex initiatives like 
identity management when far more basic issues exist. Yet, some tasks are required of every 
security expert joining a company, regardless of maturity level. These tasks include grasping 
the firm's business, culture, and IT architecture, as well as gaining friends in crucial areas. 

Let's now examine each maturity level and the prioritised areas on which the security manager 
should concentrate their efforts. Consider these goals to be cumulative; as the security 
programme develops in terms of resources, expertise, and maturity, it will be able to take on 
more challenging projects while preserving current procedures and technologies. The 
definition of repeatable procedures and more automation must continue to be the goals of these 
ongoing operations. The activity descriptions are maintained at a high level for conciseness; 
Obviously, different businesses may need these ideas to be modified to fit the particular 
environment and culture. 

Level 1 of Maturity: At this level, it is quite probable that the first security expert engaged on 
a full-time basis would have a staff-level post and report to a manager in IT, maybe audit, or 
finance. The first significant evidence of management support for information security is this 
kind of employment. At a company with a young programme at this level, security practitioners 
will mostly operate in tactical mode, doing triage and firefighting virtually every day. Due to 
time restrictions and the simple reality that management and the organisation are not yet 
prepared for such thinking from the security function, they will be unable to concentrate on 
any more strategically focused activity. Also, the security professional shouldn't try to develop 
a comprehensive security policy just yet since policies aren't particularly good at preventing 
bleeding. Instead, they need to concentrate on the following topics. 

Develop ties with important staff members and management. Gaining supporters in other 
departments of the company is crucial for an immature security programme to maximise the 
use of its few security resources. It is hoped that these partners would support the security effort 
and contribute to the development of a federated security team. 

Put in place thorough malware detection. On PCs, laptops, servers, and mail gateways, 
antivirus and spyware-detection software must be installed and updated on a regular basis. In 
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a 2007 investigation, Webroot Software discovered that 43% of the businesses it surveyed had 
experienced malware that disrupted their operations. Despite the fact that a rising amount of 
malware is changing quickly and cannot be identified by many of the tools now in use, 
detection tools continue to be a crucial line of defence that must be used as efficiently as 
possible. 

Bolster the network's outer boundary: Examine the firewall protections on the network at 
each point of entry. Make sure that each privilege is properly justified by business necessity by 
reviewing the filter configurations. For setups with intricate but permeable firewall 
configurations, it may be most efficient to look at traffic flow logs over a period of a few weeks, 
start with a blank "deny-all" page, and then build it back up by getting feedback on 
requirements. Survey wireless LAN access points to find them and start protecting them. 

Create a procedure for patch management: Patch maintenance for desktop and server 
systems is a crucial continuing effort. Concentrate first on systems that are connected to the 
Internet, then user PCs, and finally important internal servers. At this level of maturity, patch 
distribution is likely to be a manual procedure. Just configure Microsoft Windows PCs to utilise 
Windows Update; at this point, the danger of not installing a patch outweighs the risk of 
installing a subpar patch. The same is true for Windows servers. 

Lock or delete inactive user log-in accounts: Disgruntled ex-employees often hack inactive 
log-in credentials. Examine important systems to compile a list of accounts that are no longer 
permitted and accounts that current workers haven't accessed in 90 days, then have them 
terminated or locked. Start identifying the most important application systems. While just 
identifying vital systems is insufficient to enhance security posture, it will assist in 
concentrating future protection efforts on what is crucial to the company. 

Assess the security vulnerabilities: The objectivity of a third party will be valuable if 
financing can be obtained to employ them to perform an evaluation. As it will be difficult to 
address all of the vulnerabilities that are discovered, it is critical to first get the backing of 
system owners and management. Get agreement on a schedule to address the most pressing 
issues by a certain deadline. When defending how the vulnerabilities should be fixed, use best 
practises materials; an excellent place to go for them is the National Institute of Standards and 
Technology. 

Everything beyond the most fundamental policies, security awareness training, integrating 
security into the SDLC, and disaster recovery planning are some areas that should be avoided 
at this time since the security practitioner's time is limited and the company is not yet ready. 
Finding fast victories to demonstrate management's commitment will help the programme gain 
credibility and create the framework for future efforts. At this time, it will be difficult to collect 
security metrics; instead, attention should be paid to the network's quick decrease in risk. 

Level 2 of Maturity: At this point, a fundamental security infrastructure is established and 
operational, allowing the major attention to be turned to security operations that are a little 
more advanced. Keep in mind that actions add up; you must continue to work on level 1 
priorities since they will need continuing support and development to further decrease risk. 

Policies, rules, regulations, and instructions: Start creating a set of security guidelines that take 
into consideration the culture of the firm, pertinent rules and laws, and the company's risk 
tolerance. It will be clear to the company that top management takes security seriously if the 
CEO approves the policies. The general counsel will value the legal significance and liability 
reduction that policies provide. Develop standards that provide precise, quantifiable 
technological controls that can be checked for conformity once high-level rules have been 



 
 

104 Database and Information Security 

published. The processes required to execute the rules and standards may subsequently be 
described in written procedures that are established for users and systems administrators. 
Finally, suggestions for action may be produced in the form of guidelines. 

Comprehend the industry: To gain knowledge of how the business operates, what the key 
goals and strategies are, where management sees areas of risk, what the perception of security's 
role is, and who the key players are, find out who the key players are in areas like sales, 
marketing, operations, legal, human resources, and audit. 

Vulnerability evaluations: Several reporting requirements for compliance, internal tactical 
planning, and metrics should be taken into consideration while preparing assessments and 
audits. If not, much time and effort can be spent doing the same evaluations again for other 
receivers. 

Monitoring for security: Verify that important server systems, virtual private network 
concentrators, and firewalls are producing meaningful logs. Start centralising the output of the 
logs to a primary log server. Install IDS on important network segments, and employ a small 
number of warnings that are concentrated on the biggest dangers. Otherwise, the level 2 
security team's time and capacity would be swiftly exceeded by the production of IDS alerts. 

Emergency reaction: More than 70% of firms have experienced at least one security incident, 
according to the annual Computer Security Institute/Federal Bureau of Investigation security 
assessment. Very likely, the others were ignorant of it. Determining the essential persons who 
would be required to react to a security breach and defining and documenting the IR process 
are therefore crucial. Make sure that everyone involved has received training on the procedure 
and is aware of how to react in a methodical and effective way. If there aren't enough real 
occurrences to train on, go through the procedure again every six months. 

Planning for disaster recovery: Create a recovery strategy that will assist in restoring 
important IT systems to operation in the case of a catastrophe after identifying the critical IT 
systems, understanding the company, its recovery time targets, and the main business-
interrupting dangers it faces. 

Moving the company up the maturity scale will need continued effort and concentration at this 
stage. Avoid deploying complicated tools like SEM, identity management, and directory 
services, as well as any extensive security awareness campaigns, at this point. A basic degree 
of infrastructure security will free up more time to concentrate on establishing connections and 
support as well as creating better procedures around the technologies that have been 
implemented. The management should be aware of the job being done by the security team and 
comprehend the benefits it provides for the company. 

Level 3 of Maturity: Companies that have reached this security maturity level are proficient 
in basic blocking and tackling and may allocate resources to more sophisticated initiatives. 
When working on these increasingly complex initiatives, the security manager must take care 
not to neglect the basics. Doing it properly going forward makes it more likely that management 
will recognise the importance of the security team and support new projects. The management 
must not undervalue the expertise and materials needed for complex initiatives like this. 
Nothing will undermine security's trust more quickly than investing a lot of money on 
something that is only partially effective or malfunctioning. Break the project down into 
digestible components that each have a good probability of succeeding, and bring in consulting 
skills as necessary to assure success. One of the main reasons why many organisations are 
unable to advance their security programme to a more mature level is project failure. The 
following are worthy of focus at this level of maturity: 
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Integration of security tools: The current challenge for an organisation is to combine a variety 
of security point solutions into a coherent whole that improves security awareness throughout 
the company while lowering the effort required to manage the tools and the massive quantity 
of data they create. By integrating the numerous sources of security monitoring data, including 
firewalls, IDSs/intrusion prevention systems, VPN servers, routers and switches, servers and 
desktops, vulnerability scanners, and antivirus gateways, security information management 
tools, also known as SEM, make this possible. 

Training for secure application development: Software developers should get safe coding 
training in order to strengthen the integration of security into the SDLC, particularly for Web 
applications, which are a significant source of risk. Choose one of the training consulting 
companies that focuses on this. For further details on incorporating security within the SDLC, 
see NIST Special Publication 800-64 as well. 

Training in awareness: Focus on educating workers about current security risks, their duties for 
keeping information safe, who to contact to report issues, and appropriate conduct while using 
email and the Internet once the infrastructure has been pretty well protected. Employ a variety 
of mediums to keep the security message reinforced. 

dependable authentication for sensitive data. Strong access control requires more than 
passwords alone. Implement two-factor authentication for those systems after identifying those 
that store and handle highly sensitive data, and make sure that no privileged accounts are 
excluded from the protection provided by this measure. To prevent issues later, test the project 
with a limited number of systems and users first. 

Classification of data: As the culture and knowledge of the company evolve, this project—
possibly one of the most difficult security initiatives—will take years to accomplish. 
Nonetheless, it is crucial since it enables the legal protection of the business's trade secrets and 
guarantees that access to private documents and data may be adequately regulated. Create a 
classification policy in collaboration with the legal department, inform users, and start tagging 
documents as they are generated. Applications and documents that have already been created 
should be identified as well. 

Tools for compliance: The number of laws that businesses, particularly public firms, must 
follow is constantly expanding, creating a highly challenging situation. Many businesses deal 
with fresh audit or compliance reporting demands at least once a month and often find 
themselves repeating the same tasks. This uses a lot of resources and often does not increase 
the company's security in any discernible way. Consider and use solutions to simplify 
compliance reporting and prevent duplication of work. Moreover, aiming for ISO27001 
certification might be beneficial in this regard. 

In 2004, Pricewaterhouse Cooper and CIO Magazine conducted a research in which they 
discovered that 50% of security managers lacked a security plan. The security manager must 
begin creating a strategic strategy to fit the company and serve as a foundation for all security 
efforts once the security programme has developed to this point. Yet, in order for them to 
achieve this effectively, they must be intimately allied with the company and engaged in the 
process of strategic business planning as a whole. The security strategy plan should be 
examined every year and changed as appropriate. 

Continuity of operations: Although business continuity planning focuses on restoring the 
company's IT infrastructure, disaster recovery planning (DRP) focuses on restoring business 
activities when supporting resources like the network and buildings are unavailable. The 
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security manager will play a vital role in this effort even though this planning function is not 
just related to security. It is an important aspect of business risk management. 

The maximum maturity level that many businesses may reach before plateauing is level three. 
There are several causes for this, but discontinuity in the administration of the security 
programme and a general lack of rigour in the organization's operations are two among them. 
It takes a lot of discipline and experience to attain the maximum degree of maturity, and a lot 
of work to maintain it. Yet as best practises are shared and institutionalised, more and more 
businesses are achieving this. 

Level 4 of Maturity:  The best developed security systems feature well-documented 
procedures that create a feedback loop and are completely tuned to continuously enhance 
security. Tools are still crucial, but at this level, business alignment and process standardisation 
are given more attention. 

Infrastructure for public keys and identity management. The work needed to manage user 
accounts and access rights effectively increases with the number of systems and users in a 
company, and it soon becomes unmanageable. Create and implement an enterprise-wide 
identity management system to consolidate user accounts and privileges and lower the risk of 
access being improperly granted or not being properly terminated when an employee departs 
the organisation. 

Comprehensive reporting of metrics: Develop a set of indicators that allow monitoring of 
security expenditure effectiveness and that may assist to identify issue areas that require greater 
attention in order to continue gaining management support for new security initiatives and to 
ensure that security is baked into the company. Make sure the metrics are adjusted for the target 
audience. 

Organizational risk management: The organization's total enterprise risk management 
programme should be properly integrated with the manager of a mature security programme. 
The most effective security officers have cultivated a culture of risk awareness across their 
organisations, where management constantly assesses risk in all decisions and workers are fully 
aware of their responsibility to secure information. 

Security governance that is formalized. More and more CIOs are considering IT governance, 
and well-known tools like the IT Infrastructure Library may be used to create and manage a 
governance framework. To guarantee that security is consistently aligned with the business and 
that roles are clearly defined, create a security governance framework that includes key 
stakeholder representatives. Moreover, governance initiatives will assist the security 
department in establishing itself as a resource for internal services for the rest of the company. 

Industry benchmarking is another technique that top-performing companies use to make sure 
they are heading in the correct way. A group of security managers may "steel sharpen steel" 
one another's triumphs by using relationships in the business to advance their security 
programme. 

A security manager who has developed or oversees a programme that is at an advanced stage 
of maturity is a highly valuable asset to his or her business and will often be sought out by 
others hoping to benefit from their experience. 

---------------------------- 
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Storage security refers to the measures and technologies used to protect data that is stored on a 
computer or other device. This can include data stored on hard drives, solid-state drives, USB 
drives, cloud storage, and other types of storage media. One of the key components of storage 
security is the use of encryption. Encryption can be used to protect data-at-rest, which means 
that the data is encrypted when it is stored on a storage device. This helps to protect the data 
from being accessed by unauthorized parties if the storage device is lost or stolen. 

Another important aspect of storage security is the use of access controls. This includes the use 
of user accounts and permissions, which can be used to control who has access to the data and 
what actions they can perform on the data . This can help to prevent unauthorized access and 
to ensure that only authorized individuals have access to sensitive information. Another 
important aspect of storage security is the use of secure protocols. This includes the use of 
secure file transfer protocols, such as SFTP and SCP, to securely transfer data to and from 
storage devices. This can help to protect the data from being intercepted and read by 
unauthorized parties while it is in transit. 

It's also important to keep in mind that storage security is not only about protecting the data 
itself but also about protecting the storage infrastructure. This includes protecting the storage 
devices themselves and the network infrastructure used to connect the devices. This can be 
done through the use of firewalls, intrusion detection and prevention systems, and other 
security measures. In addition to the above, organizations should also keep in mind security 
regulations and standards that might apply to their industry and location, such as HIPAA, SOC 
2, PCI-DSS, etc. 

Storage security refers to the measures and technologies used to protect data that is stored on a 
computer or other device. This can include data stored on hard drives, solid-state drives, USB 
drives, cloud storage, and other types of storage media. Key components of storage security 
include the use of encryption, access controls, secure protocols, and protection of the storage 
infrastructure . It's also important to keep in mind that storage security is not only about 
protecting the data itself, but also about protecting the storage infrastructure and compliance 
with security regulations and standards that might apply to the organization. 

Another important aspect of storage security is the use of backups and disaster recovery plans. 
These can help to protect data by providing a way to restore data in the event of a disaster, such 
as a hardware failure or a cyber-attack. Backups can be done using various methods, such as 
using external hard drives, cloud-based storage, or tape backup systems. It is important to 
regularly test the backups to ensure that they can be successfully restored in the event of an 
emergency. 

Another aspect of storage security is the use of security software, such as antivirus and anti-
malware software, to protect the storage devices and the data stored on them. This software can 
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help to protect storage devices from malware, such as viruses and ransomware, which can 
encrypt or delete data. 

Additionally, it is important to regularly monitor the storage devices and the data stored on 
them for unusual or unauthorized activity. This can be done through the use of security 
information and event management (SIEM) systems, which can help to detect and respond to 
security incidents. 

Physical security is also an important aspect of storage security. This includes protecting the 
storage devices from physical access, such as by keeping them in a secure location, and 
ensuring that they are properly secured to prevent theft. 

It's also important to consider the use of cloud storage security solutions. Cloud storage 
solutions can provide many benefits, such as scalability, accessibility, and cost-effectiveness, 
but they also pose new security challenges . Therefore, it's important to ensure that the cloud 
storage provider meets the relevant security standards and regulations and that the data stored 
in the cloud is properly encrypted and protected. 

Modern Storage Security: Modern storage security refers to the measures and technologies 
used to protect data that is stored on a computer or other device in today's digital age. With the 
increasing amount of data being generated and stored digitally and the evolving threat 
landscape, modern storage security has become increasingly important and complex. One of 
the key modern storage security trends is the use of encryption at all levels, including data-at-
rest, data-in-transit, and data-in-use encryption. This helps to protect data from unauthorized 
access or exfiltration, even if the storage device or network is compromised. 

Another modern storage security trend is the use of cloud storage and services. Cloud storage 
can provide many benefits, such as scalability, accessibility, and cost-effectiveness, but it also 
poses new security challenges . Therefore, it's important to ensure that the cloud storage 
provider meets the relevant security standards and regulations and that the data stored in the 
cloud is properly encrypted and protected. 

Another modern storage security trend is the use of security software, such as antivirus and 
anti-malware software, to protect the storage devices and the data stored on them. This software 
can help to protect storage devices from malware, such as viruses and ransomware, which can 
encrypt or delete data. Another trend is the use of artificial intelligence and machine learning 
to monitor and analyze data. This technology can help organizations to detect anomalies and 
potential threats in real time, which can help to prevent data breaches. 

Another important aspect of modern storage security is the use of security compliance 
standards and regulations, such as SOC 2, ISO 27001, and the General Data Protection 
Regulation (GDPR). Organizations should ensure that their storage security practices align 
with these standards and regulations to avoid potential penalties or fines. 

Modern storage security is an essential aspect of information security that involves protecting 
data that is stored on a computer or other device. Key modern storage security trends include 
the use of encryption at all levels, the use of cloud storage and services, the use of security 
software, the use of artificial intelligence and machine learning, and compliance with industry-
specific regulations and standards. With the constantly evolving threat landscape, organizations 
need to stay up-to-date with. 

Database Security: Database security refers to the various measures that are taken to protect 
a database and its contents from unauthorized access, use, disclosure, disruption, modification, 
or destruction. This can include measures such as encryption, authentication, access controls, 
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and monitoring. It is important to secure a database to protect sensitive information and ensure 
the integrity and availability of the data . 

There are several key concepts and techniques used in database security: 

Access controls: These are used to restrict who can access the database and what actions they 
can perform on it. This can include things like user accounts, roles, and permissions. 

Encryption: This is used to protect data stored in the database from being read by unauthorized 
parties. Encryption can be applied to the entire database, to specific fields or columns, or 
individual data elements. 

Authentication: This is used to verify the identity of users trying to access the database. This 
can include things like usernames and passwords, or more advanced methods like biometric or 
multi-factor authentication. 

Auditing and monitoring: This is used to track who is accessing the database and what actions 
they are performing. This can be used to detect and investigate suspicious activity. 

Firewall and intrusion detection/prevention: This is used to protect the database server from 
network-based attacks. Firewalls can be used to block unauthorized access, and intrusion 
detection systems can be used to detect and alert suspicious activity. 

Data Backup and disaster recovery: This is used to protect the data stored in the database 
and ensure that it can be recovered in the event of a disaster. This can include regular backups 
of the database, as well as procedures for restoring the database in the event of a failure. 

Least privilege principle: This principle states that users should only be given the minimum 
level of access required to perform their job. This helps to limit the potential damage that can 
be done in the event of a security breach. 

Segregation of duties: This involves separating the duties of different users so that no single 
user has complete control over the entire database . This helps to prevent the abuse of privileges 
and reduce the risk of fraud. 

Virtual Private Database (VPD): This is a security feature that allows you to define security 
policies at the row level. This means that a user can only see the rows in a table that they have 
permission to see. 

Database Activity Monitoring (DAM): This is a type of software that monitors the activity 
on a database in real time. It can be used to detect and alert suspicious activity, such as unusual 
login attempts or SQL injection attacks. 

Network Segmentation: This is the practice of separating the database network from the rest 
of the network. This helps to reduce the risk of attacks spreading from other parts of the network 
to the database. 

Cloud security: If the database is hosted on a cloud, it's important to ensure that the cloud 
provider follows industry-standard security best practices and that the data is encrypted at rest 
and in transit. 

Penetration testing: This is a simulated attack on the database to identify vulnerabilities. This 
can be done by internal security teams or by external security consultants. 
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Data masking: This is a technique used to hide sensitive data, such as credit card numbers or 
social security numbers, from unauthorized users. This can be used to comply with regulations 
that require sensitive data to be protected. 

Data archiving: This is the practice of keeping a copy of the data for a certain period, as 
required by regulations. This can be used to comply with regulations that require data to be 
retained for a specific period. 

Data Retention Policies: Organizations should have data retention policies in place that 
outline how long data should be kept, who is responsible for the retention, and how it will be 
disposed of. 

Incident Response Plan: Organizations should have an incident response plan in place in case 
of a data breach or other security incident. This plan should outline the steps that will be taken 
to contain the incident, investigate the cause, and restore normal operations. 

Compliance reporting: Organizations should have a process in place for reporting compliance 
with regulations, such as annual audits or self-assessments. 

Patch management: Keeping the database software and operating system up to date with the 
latest security patches is important to protect against known vulnerabilities. 

Vulnerability management: Regularly performing vulnerability scans and penetration testing 
can help to identify and address any vulnerabilities in the database. 

Configuration management: Ensuring that the database is configured securely and in 
compliance with industry best practices. This includes things like changing default passwords, 
disabling unnecessary services, and limiting access to the database. 

Data validation: Ensuring that the data stored in the database is accurate and valid. This can 
help to prevent data integrity issues and protect against SQL injection attacks. 

Another important aspect of database security is compliance with industry and government 
regulations. This can include complying with standards such as HIPAA (Health Insurance 
Portability and Accountability Act) for healthcare organizations, PCI-DSS (Payment Card 
Industry Data Security Standard) for organizations that process credit card payments, or GDPR 
(General Data Protection Regulation) for organizations that handle personal data of European 
citizens . 

It is important to understand the specific compliance requirements that apply to your 
organization and take the necessary measures to ensure that the database complies. It's also 
important to regularly review and update security measures to address new compliance 
requirements and threats. 

Network Security: Network security refers to the measures that are taken to protect a computer 
network and its associated devices, such as routers, switches, and servers, from unauthorized 
access, use, disclosure, disruption, modification, or destruction. This can include measures 
such as firewalls, intrusion detection, and prevention systems, encryption, and access controls. 
The goal of network security is to protect the confidentiality, integrity, and availability of the 
data that is transmitted across the network, as well as the devices that are connected to the 
network . 

Some of the key concepts and techniques used in network security include: 

Firewalls: These are used to block unauthorized access to a network by filtering incoming and 
outgoing network traffic based on a set of predefined rules. 
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Intrusion detection and prevention systems: These are used to detect and prevent 
unauthorized access to a network by monitoring network traffic for signs of malicious activity. 

Virtual Private Network (VPN): A VPN allows users to securely access a private network 
over the internet. This can be used to protect data that is transmitted over public networks. 

Encryption: This is used to protect data that is transmitted over a network from being read by 
unauthorized parties. Encryption can be applied to the entire network or specific data streams. 

Access controls: These are used to restrict who can access a network and what actions they 
can perform on it. This can include things like user accounts, roles, and permissions. 

Network segmentation: This is the practice of dividing a network into smaller, more secure 
subnets. This can help to limit the potential damage that can be done in the event of a security 
breach. 

Network monitoring: This is used to track network activity and identify any unusual or 
suspicious activity. This can be used to detect and investigate security incidents. 

Regularly updating security software and equipment: This can help to protect against 
known vulnerabilities. 

Firewalls: These are used to block unauthorized access to a network by filtering incoming and 
outgoing network traffic based on a set of predefined rules. 

Endpoint security: This refers to the security measures that are put in place on individual 
devices that are connected to the network, such as laptops, smartphones, and servers. This can 
include things like antivirus software, firewalls, and access controls. 

Secure remote access: This refers to the measures that are put in place to securely allow remote 
users to access a network . This can include things like VPNs and two-factor authentication. 

 Network access control (NAC): This is a security technology that allows network 
administrators to control which devices are allowed on the network and what level of access 
they have. 

Cloud security: If the network is connected to a cloud, it's important to ensure that the cloud 
provider follows industry-standard security best practices and that the data is encrypted at rest 
and in transit. 

Disaster recovery and business continuity planning: This is the process of creating a plan 
that outlines the steps that will be taken to restore normal operations in the event of a disaster, 
such as a natural disaster or cyber-attack. 

Compliance: Organizations should ensure that their network security measures comply with 
industry and government regulations, such as HIPAA, PCI-DSS, or SOC2. 

Security awareness training: Regularly training employees on network security best practices 
and the importance of security can help to reduce the risk of security breaches caused by human 
error. 

Wireless security: This refers to the measures that are put in place to secure wireless networks. 
This can include using encryption to protect data transmitted over the wireless network and 
user access controls to restrict which devices can connect to the network. 
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Micro-segmentation: This is a security technique used to isolate different segments of a 
network, such as different departments or applications, to limit the potential damage that can 
be done in the event of a security breach. 

Network-based malware protection: This is a type of software that can detect and prevent 
malware from propagating across a network. 

Security Information and Event Management (SIEM): This is a type of software that can 
collect and analyze log data from different devices on a network to detect and alert suspicious 
activity. 

Advanced threat protection (ATP): This is a type of software that can detect and prevent 
advanced threats, such as zero-day attacks or APTs (Advanced Persistent Threats). 

Software-defined networking (SDN): SDN is an emerging technology that allows network 
administrators to programmatically control and configure network devices. This can help to 
improve network security by automating the management of security policies. 

Zero trust network architecture: This is a security model that assumes that all network traffic 
is untrusted and requires authentication and authorization. 

Continuous security assessment: Regularly performing security assessments, including 
vulnerability scans and penetration testing, can help to identify and address any vulnerabilities 
in the network . 

It's important to have a comprehensive security strategy in place that addresses all of these 
measures and more to ensure that the network is protected against a wide range of threats. 
Regularly reviewing and updating the security measures can help to stay up-to-date with new 
threats and vulnerabilities and keep the network secure. Network security is an ongoing process 
and that new threats and vulnerabilities are constantly emerging. It is recommended to 
implement a comprehensive security strategy that addresses all aspects of network security and 
keep security software and equipment updated to ensure that the network remains protected. 

Virtual Private Network: A Virtual Private Network (VPN) is a technology that creates a 
secure, encrypted connection over a less secure network, such as the internet. This allows users 
to access network resources remotely, as if they were on the same local network, while also 
protecting their traffic from eavesdropping and tampering. VPNs are commonly used by 
businesses and individuals to secure their internet connections and protect their data and 
privacy . 

VPNs work by creating a "tunnel" between the user's device and the VPN server. This tunnel 
is encrypted, so anyone trying to intercept the traffic will only see a jumbled, unreadable mess. 
Once the traffic reaches the VPN server, it is decrypted and sent on to its destination. This 
means that even if someone were able to intercept the traffic, they wouldn't be able to read it 
or use it. 

VPNs can be used for a variety of purposes, including: 

1. Allowing remote employees to access company resources securely 
2. Protecting personal information and online activity from hackers and cybercriminals 
3. Bypassing internet censorship and accessing blocked websites 
4. Protecting against malicious hotspots and public Wi-Fi networks 
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There are different types of VPN services, including: 

1. Remote-access VPNs, which are used to allow remote workers to access a company's 
network 

2. Site-to-site VPNs, which are used to connect multiple locations or networks 
3. VPNs for mobile devices, which can be used to protect mobile internet connections 

VPNs can be set up using software, which is installed on the user's device, or by using 
specialized VPN hardware. Some VPNs are free to use, while others require a subscription. 
When choosing a VPN service, it's important to consider factors such as the level of security 
and encryption provided, the number of servers available, and the company's privacy policy . 
Another important factor to consider when choosing a VPN is the protocol it uses. The protocol 
is the method by which the VPN encrypts and decrypts data. Some of the most common 
protocols used by VPNs include: 

1. PPTP (Point-to-Point Tunneling Protocol) is one of the oldest protocols, it is fast and 
easy to set up, but it has weak encryption and is vulnerable to attacks 

2. L2TP (Layer 2 Tunneling Protocol) is a newer protocol that provides stronger 
encryption than PPTP, but it is slower and more difficult to set up 

3. SSTP (Secure Socket Tunneling Protocol) is a Microsoft protocol that uses SSL to 
encrypt data, it is very secure but only works on Windows 

4. Open VPN is an open-source protocol that is considered to be very secure, it uses 
SSL/TLS for encryption and is highly configurable 

5. IKEv2 (Internet Key Exchange version 2) is a newer protocol that is considered to be 
very secure and fast, it is particularly suited for mobile devices and wireless connections 

It's also worth noting that some VPNs may keep a log of your activity, which means that they 
can track and record your online activity. It's important to read the terms of service and privacy 
policy of any VPN service you're considering to ensure that your online activities will be kept 
private. Another important aspect to consider when using a VPN is the location of the VPN 
server. Depending on the location of the server, your internet connection may be faster or 
slower, and you may be subject to different laws and regulations. For example, if you are 
located in the United States and use a VPN server in a country with less restrictive internet 
laws, you may be able to access content that is blocked in the US. However, the same country 
may have stricter privacy laws, so you may want to consider that as well . 

It's also important to note that some countries have laws that prohibit the use of VPNs or have 
imposed restrictions on their use. For example, in China, only government-approved VPNs are 
allowed, and many popular VPN services are blocked. In the UAE, VPNs are not illegal, but 
their use is heavily restricted. So, before using a VPN, you should be aware of the laws and 
regulations of the country you're in and ensure that your use of a VPN is legal. 

Another thing to be aware of is that some VPN providers offer a "split-tunneling" feature, 
which allows you to choose which apps and websites will use the VPN connection and which 
ones will use your regular internet connection. This can be useful if you want to use the VPN 
for certain activities (e.g. online banking) but not others (e.g. streaming video). It's worth noting 
that using a VPN does not guarantee anonymity on the internet. While a VPN can protect your 
traffic from being intercepted, it does not hide your IP address or other identifying information. 
If you want to remain completely anonymous on the internet, you should consider using Tor 
or a similar anonymity network in addition to a VPN. 

A VPN can be a great tool to protect your online privacy, security, and access to blocked 
content. However, it's important to choose a reputable VPN service that uses strong encryption 
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and has a good privacy policy and to also keep in mind that VPN only encrypts the traffic 
between your device and the VPN server.  VPN is a powerful tool that can protect your online 
privacy and security and can also help you access blocked content. However, it's important to 
choose a reputable VPN service, be aware of the laws and regulations of the country you're in, 
and understand that a VPN alone may not guarantee anonymity on the internet . 

Some VPNs allow only one device to connect at a time, while others allow multiple devices to 
connect using the same account. This can be an important factor to consider if you want to use 
the VPN on multiple devices, such as a laptop, a tablet, and a smartphone, at the same time. 
Some VPN providers keep logs of your internet activity, including your IP address, the 
websites you visit, and the files you download. This information can be used to identify you 
and your activities. Other VPN providers have a strict no-logging policy, which means that 
they do not keep any records of your internet activity. It's important to be aware of a VPN's 
logging policy and choose a provider that aligns with your privacy needs. 

When using a VPN, it's important to consider the number of simultaneous connections allowed, 
the VPN's logging policy, whether the provider uses virtual servers, and if the VPN is known 
to be leaking information. By considering these factors, you can ensure that your internet 
activities are protected and that your privacy is maintained. 

Operating System Security Model: An Operating System (OS) security model is a set of rules 
and mechanisms that control access to the resources of a computer system. The main purpose 
of an OS security model is to protect the system and its resources from unauthorized access, 
modification, or destruction. OS security models typically include mechanisms for 
authentication, authorization, and access control . Authentication is the process of verifying the 
identity of a user or device. This typically involves the use of usernames and passwords, but 
can also include other methods such as biometric authentication or smart cards . 

Authorization is the process of determining whether a user or device is allowed to access a 
particular resource. This is typically based on the authenticated identity of the user and the 
rules defined in the OS security model. Access control is the process of enforcing the rules 
defined in the OS security model. This can include mechanisms such as permissions, access 
control lists (ACLs), and security policies. Different OS security models have different levels 
of security, depending on the system's design, the underlying hardware, and the user's 
requirements. Some common OS security models include: 

1. Discretionary Access Control (DAC) which allows users to control access to the 
resources they own and define the access rights for other users. 

2. Mandatory Access Control (MAC) which uses predefined security labels to determine 
the level of clearance required to access a resource, and enforces strict security rules 
based on these labels. 

3. Role-Based Access Control (RBAC) which assigns roles to users and controls access 
to resources based on the roles assigned. 

4. Capability-based access control which controls access to resources based on the 
capabilities held by the user or the process. 

Another important aspect of an Operating System security model is the isolation of resources 
and processes. This can include mechanisms such as sandboxing, which isolates processes from 
each other and from the underlying system, and virtualization, which creates virtualized 
instances of the OS and the resources it controls. Isolation can also include the use of 
containers, which are lightweight, portable, and self-sufficient units that can run a process and 
its dependencies in an isolated environment. Containers can share the same OS kernel, but have 
their own file system, network stack, and process space, which makes them more lightweight 
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and efficient than virtual machines. Another important aspect of OS security is the use of 
security updates and patches. As new vulnerabilities are discovered in the OS or its 
components, the vendors will release updates and patches to fix these vulnerabilities. It is 
important to keep the OS and its components updated to protect against known vulnerabilities 
and to maintain the integrity of the system. 

It's worth noting that an Operating System security model is not a one-time configuration, it's 
an ongoing process that requires constant monitoring and maintenance. The security model 
should be reviewed and updated regularly to adapt to changing threat landscapes and new 
vulnerabilities. It's also important to have an incident response plan in case of a security breach. 
Additionally, OS security models also incorporate various security features that help to protect 
the system and its resources. Some examples of security features that can be found in modern 
OSs include: 

Firewall: A firewall is a system that monitors and controls incoming and outgoing network 
traffic based on security rules. It can be used to block unwanted traffic and protect the system 
from external threats. 

File encryption: File encryption is the process of converting plaintext data into an unreadable 
format, usually using a key or a password. This can be used to protect sensitive data from 
unauthorized access. 

Memory protection: Memory protection is a set of mechanisms that prevent a process from 
accessing or modifying memory that it does not own. This can be used to prevent buffer 
overflow attacks and other memory-related vulnerabilities. 

Address space layout randomization (ASLR): ASLR is a technique that randomizes the 
memory addresses used by a program, making it harder for attackers to predict where sensitive 
data is stored and exploit vulnerabilities. 

Data execution prevention (DEP): DEP is a technique that prevents code from being executed 
in certain memory regions, making it harder for attackers to exploit vulnerabilities. 

Secure boot: Secure boot is a process that verifies the integrity of the firmware, bootloader, 
and OS kernel before allowing the system to boot. This can be used to prevent unauthorized 
code from being executed at boot time. 

It's worth mentioning that OS security models are not foolproof and they can be bypassed, 
exploited or even compromised. Additionally, with the emergence of cloud computing and 
mobile devices, the traditional OS security models have been challenged, and new models such 
as Platform as a Service (PaaS), Software as a Service (SaaS) and Mobile Device Management 
(MDM) have emerged, they all have their own security models . 

An Operating System security model includes mechanisms for authentication, authorization, 
access control, isolation of resources and processes, the use of security updates and patches, 
and various security features. Additionally, with the emergence of cloud computing and mobile 
devices, traditional OS security models have been challenged, and new models such as PaaS, 
SaaS, and MDM have emerged, they all have their own security models. However, it's 
important to keep in mind that no security model is foolproof and can be bypassed, exploited 
or even compromised. 

---------------------------- 
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While we assume that security is a necessary component of both person and organisational life, 
the definition and scope of this requirement differ significantly depending on the population 
and kind of organisation. After all, what use is the answer to the question if all that is required 
to assure security is "common sense"? We should just put in place as much protection as we 
can and call the job finished. Of fact, using common sense in such a basic manner might result 
in wasteful expenditure and crushing restrictions on employee productivity. 

Apparently, the degree to which a management technique is in line with the business's culture 
determines whether the practise will help or hurt the organisation as a whole. The characteristic 
of "programmes of the month" that come and go and end up on the rubbish heap of good 
intentions poorly carried out is failure to match with culture. 

The provision of neither more nor less security than that is the responsibility of the security 
manager, and effective practice-culture alignment allows security managers to design and 
execute essential and sufficient security. This serves two purposes. It will first detail the reasons 
for your need to comprehend the connection between culture and security procedures. Second, 
it will explain how to evaluate the organisational culture and relate that evaluation to security 
plans. 

Developing Security: People's innate responses to perceived dangers seem to be where security 
demands in individuals first emerge. A survival instinct that is ingrained into the human body 
is apparent. Reflexes at first, and then it develops into something more complicated. A baby 
will cry out in terror at loud sounds or rapid movements. Reflexes are enhanced by mental 
processes as the youngster matures and acquires more complex senses. Threats may be seen, 
but responses to them also include analysing the situation and selecting the best course of 
action. 

People are able to create behaviours based on an evaluation of the likelihood that a danger 
could occur as sophistication continues to advance. Our personal security shifts from being 
reactive to being more proactive. When hearing footsteps coming from behind while strolling 
in the dark in an unknown area, a person is likely to get more tense and show other physical 
symptoms of psychological arousal. While there is no immediate risk, the individual analyses 
the information stated above, combines it with prior knowledge and unrelated experiences, and 
draws an immediate conclusion about the existence of a threat. These conclusions result in the 
basic bodily reactions that occur when danger is perceived. People often prepare to flee or fight 
as their first course of action. It seems that the organism was created with defence and survival 
in mind. It is crucial to understand that reflexive behaviours never totally go away. They have 
always been essential to the organism's survival, and they are not expected to become extinct 
very soon. 
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The proactive process might start to look reflexive as learning progresses because the 
processing of information pertaining to familiar stimuli gets "automated" in the brain. When 
faced with familiar risks, the body starts to react seemingly reflexively but is really learning 
responses that skip conscious thought as an extra step in responding to the input. In essence, a 
person creates a "association macro" that automatically analyses the stimuli before executing 
a pre-programmed reaction. The individual did not consider the hazard while they were 
strolling down the dark street. In actuality, the bodily sensations were probably experienced 
before any cognitive thinking. Consequently, the foundation is set for a person's preferences to 
approach or avoid different stimuli throughout their lives. 

In a way, the processes go from reflex to conscious cognition and back to what first seems to 
be reflex. In fact, the term "knee jerk" is used in popular literature to describe such taught reflex 
action. The comparison to what occurs when a patient's knee is touched by a doctor to check 
their reflexes is not without merit. It is identical in all material respects. The learnt response 
may be changed by conscious cognitive intervention, which is the sole significant distinction 
between the two reactions. 

Automated reactions may be integrated into more elaborate mental processes as cognitive 
systems advance, causing a person to anticipate discomfort and refrain from travelling alone at 
night in strange districts. A sensible individual would, after all, shun apparent risk. You can 
certainly understand how this process running amok might also result in "unreasonable" 
behavioural patterns that we could label paranoid or otherwise extreme. You're probably 
wondering why a tour through Developmental Psych 101 was included in a lecture on 
evaluating culture. This "biological inertia" to survive and rely on preprogrammed reactions 
also applies to other organic forms in our environment, such as human organisations, and 
manifests itself in the behaviours we refer to as organisational culture. The drive to life is 
evident in all functional organisations and in viable persons. That which is born typically does 
not want to die. In reality, managers in companies unquestioningly embrace their responsibility 
for ensuring the organization's survival and continuing expansion. I haven't come across a job 
description that details the Entire learning procedure. 

Managers are accountable, although I doubt any would dispute this. It may be claimed that the 
organisation is hardwired with this reflexive drive to survive, or at the very least that 
management procedures are automated. The issue is that reflexes are insufficient, and 
responses to danger must evolve into deliberate anticipation of risk. Effective security risk 
reduction must come before quick identification of a security breach. All organisms and 
organisations differ at the design of the process for decreasing risk, and this variation results 
from either an individual's personality or an organization's culture. 

In order to build a suitable security programme, we must understand the culture of an 
organisation, just as we would need to understand a person's personality to understand his or 
her security requirements. Different corporate cultures will also have different perspectives on 
what is most crucial to their survival, just as different personalities are likely to view personal 
danger differently. A meaningful evaluation of culture should be included into the creation of 
a security programme because, as will be explained later, culture may override common sense 
when it comes to management and security practises. After all, good management involves 
doing the right things rather than merely trying to do as much as possible. 

The Assessment Requirements: The most senior levels of management must first support the 
conduct of a culture assessment as its first prerequisite. A section of this book will be dedicated 
to promoting the notion of assessment as it cannot be assumed that owners and other senior 
managers of firms want any such evaluation to be done. 
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A lot of definitions exist for assessment: We'll choose the one that describes evaluation as a 
categorising, sorting, or classification for our purposes. We can determine which security 
measures are most suitable for each class if we can develop an effective classification system 
for organisational cultures. A classification system is therefore needed for the evaluation of 
organisational culture. We'll use a somewhat straightforward method that gives sufficient 
guidance without needlessly complicating the process. 

An evaluation strategy is the following prerequisite. The technique must be consistent with 
organisational practises and provide enough information to distinguish amongst companies. 
Methods like surveys and interviews may both be used. Both are acceptable and may be used 
separately or together. The second need is a logical link between the classification and the 
particular security measures. The implementation of a strong classification system that is based 
on accurate and valid principles of organisational and human behaviour partly satisfies this 
criteria. As long as such modifications would permit or improve the effectiveness of plans, it 
also calls for being open to changing management techniques. 

The evaluation findings and suggestions must be effectively presented to organisation decision 
makers, without whose support no successful programme can be executed, and this is the last 
need. This stage is essential to putting the correct programme in place since it will likely include 
expenses of some type for both new and improved security measures as well as changes to 
management procedures. Many security staff are reduced to acting as "virus and porn police," 
which has little strategic value for the company, in the absence of adequate management 
backing. 

Selling Evaluation: Selling the evaluation can be the most crucial step since without it, the 
procedure would not likely be successful. The capacity of security experts to be seen as 
knowledgeable and reliable collaborators in the pursuit of corporate objectives is the first step 
in the process. You will need to find a means to question others if you are unsure of how others 
see you. This is the first crucial step in making sure your security programme is valuable and 
that you have influence inside the company. 

Procedure of assessment: Your immediate superiors should, of course, be the first source you 
consult. They could be prepared to provide you with some frank comments on how effective 
they think you to be, and they can also assist you in making plans for reinventing yourself for 
your position. If your boss is unable or unable to provide you with constructive criticism and 
developmental assistance, you will need to turn to your coworkers and clients. Really, you 
shouldn't work as a staff member for any period of time without seeking input from your clients. 
Asking for input may be a dangerous procedure. When asked directly how effective you are, a 
person is just as likely to say what they believe you want to hear as to give you an honest 
assessment of your interactions with them. A secret approach is generally preferable. There are 
two options for receiving anonymous comments. A surrogate may conduct interviews on your 
behalf using a structured interview technique that you helped to build, or you can create a valid 
questionnaire and distribute it to a sample of your colleagues and customers at every level of 
the business that is as broad as feasible. The former is quicker and possibly more affordable. 
Also, it will be statistically supported. The latter approach will provide you more information 
and subtleties of perception, but it will take longer, cost more money, and lack statistical power. 
In either scenario, you should obtain the assistance of a qualified assessment specialist to assist 
you in interpreting the findings of your data gathering and assisting you in developing detailed 
plans for development. Selling the concept of culture assessment should be rather simple, but 
it won't always be a "slam dunk" if the present security staff already has the respect of peers 
and superior clients.  
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Selling the Evaluation: A well-thought-out "road show" may be a highly effective way to garner 
the wide base of support you'll need, as both we and our clients have discovered. There are two 
main components to a road show. It succeeds in sparking conversation and offers accurate facts. 
People need the factual information because they want to understand precisely what they are 
being asked to support and how it will help them achieve their objectives. Before you can frame 
the evaluation as beneficial, you must first understand what those objectives are, therefore the 
conversation is essential. 

This marketing approach often includes several in-person contacts with important individuals. 
The objective of the first meetings might be to exchange general security programme and 
business unit goals. Assuming they have someone's support or agreement as a consequence of 
a single interaction is one of the most frequent errors we have seen individuals make. Support 
and agreement must be seen as living entities that need ongoing care and rebirth. Today's 
workplace is much too dynamic for any connection to be seen as permanent. 

At these discussions, knowledgeable security managers will spend considerably more time 
listening than speaking. There is little to no benefit in lengthy speeches loaded with technical 
jargon designed to dazzle others with your intellect, but they should be confident about the 
strategic objectives that provide the programme direction in case peers and superiors want to 
know. Sincere investigation into the issues that are crucial to corporate operations has great 
significance. Hence, if someone asks you to define your programme, start by giving a succinct 
but full description of your strategic objectives, then ask them, "What can we do that will best 
assist your company goals?" Of course the folks you are meeting will be interested in what you 
want from them and may even be sceptical. We've discovered that it's better to always be 
succinct and upfront about it. While conducting an organization-wide culture evaluation, you 
will be seeking assistance. It is crucial to provide a clear statement outlining your objectives 
and any potential costs to the other party. 

In order for your program to be properly linked with the culture, you should examine it rather 
than trying to modify it or criticising it. You should proceed from the premise that the 
company's culture is what it is and contributes to its success. This is often a sound assumption 
unless the business is really in jeopardy. Whenever you are asked for further information, 
concentrate on giving "minimum truth." Don't use technical lingo, and be ready to provide a 
clear example of how you'll use the material. For instance, you may need to create security 
rules that are in line with the culture since otherwise you run the risk of being either extremely 
tight or not careful enough. Except when it's essential to modify the culture in order to lessen 
or eliminate a real danger, security policies and procedures must fit in with the existing culture 
rather than trying to change it. 

A steering committee or programme management office made up of important employees from 
throughout the business who are willing to serve is something that some security chiefs find 
valuable. If you choose for this management approach, you should implement it before creating 
any projects. While setting up and administering such an advisory group will take some time, 
it may be a strong ally. Making ensuring that a steering committee or advisory board has actual 
work to accomplish and actual choices to make is essential to its effectiveness. You may, for 
instance, utilise such a group to get approval for your draughts of organisation security policies, 
ensuring that your framework for policy adoption is shared by all stakeholders and compatible 
with their interests. A steering or advisory group has two opposing sides and may both aid and 
damage your efforts. If you decide to utilise one, build it carefully and take good care of it. 
Never think that everyone on the committee will immediately agree with you or that you can 
use the committee to "rubber stamp" anything; instead, communicate with them often and 
effectively. 



 
 

120 Database and Information Security 

Selecting Assessment Techniques: The process's success depends on the selection of evaluation 
techniques. Program and initiative-related organisational actions must be broadly accepted in 
order to avoid disruption or opposition. Poor comprehension of the assessment's motivations 
might cause disruption. Any evaluation may be seen as a move towards restructuring or right-
sizing in these circumstances, which would have the negative effects of lower productivity and 
ill-intentioned compliance. An evaluation may also be derailed by resistance, both active and 
passive. People learn both how to do things successfully and how not to do them when they 
become completely socialised into their organizations. According to research, when threatened, 
individuals often claim they don't have enough time or priority to do a required task with an 
unclear goal. Passive resistance is especially difficult to spot because individuals will provide 
excuses for not contributing that seem to be founded in a focus on key corporate objectives. 
Senior managers are less inclined to criticise individuals who seem to be in favour of 
management's fundamental goals. You could be convinced that getting senior management 
backing for an evaluation would be enough to overcome reluctance, and for a certain proportion 
of people in certain companies, that would be accurate. Yet, nothing can replace securing 
widespread support from all levels of management as well as from the general workforce. If by 
now you are feeling disheartened by everything that needs be done to make this properly, do 
not worry. There is also good news, and that is a little truth speaking does wonders. The two 
most crucial truths to convey are that individual contributions from people will remain 
anonymous and that assessment data will be used without hiding any secondary purposes. 

For example, you may see that an evaluation of the culture may be included into any analysis 
of preparation for organizational change as well as into real change activities. If the 
organization aims to leverage the cost of the assessment by utilizing the knowledge for more 
than security program creation, that fact must be communicated with employees in the 
beginning. People must be informed up front if the organization intends to leverage the cost of 
the assessment by utilising the data for purposes other than developing security programmes. 
The protection of people's anonymity is also essential. There will always be those who believe 
the data will be used against them in administrative processes in some manner. Naturally, doing 
so would be both immoral and illegal in several places. A pledge of anonymity may not be 
supported by verbal guarantees alone. You may need to make the procedure transparent and 
offer a clear explanation of how that anonymity will be safeguarded. 

 

---------------------------- 
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Interviewing well requires art. It requires both self-control and awareness of what is not being 
spoken. The interview protocol may serve as a foundation for the discipline, but even 
experienced interviewers sometimes give in to the need to deviate from it for the sake of 
variety. The procedure should be completely relied upon as a standard framework for 
interviews. When conducted properly, interviews may provide a wealth of information from a 
small sample of individuals, but interpretation must adhere to the strictest rules of professional 
conduct to prevent too subjective interpretation of findings. To avoid this trap and make sure 
that findings about the culture can be supported, it might be helpful to have several persons 
gather the data and analyse it. 

The interview becomes more conversational, the interviewer may dig deeper for underlying 
assumptions about the culture and experiences within it, and they can show that they are really 
listening by being sensitive to what is not being stated. The most artistic aspect of interviewing 
is this, and mastering it requires a lot of practise. We do not advise unskilled persons to use 
interview techniques. Untrained interviewers may come across as interrogators, which will 
only serve to reinforce whatever unfavourable notions the subjects may have had about the 
interview's intent. We do advise everyone who wants to succeed in staff employment to have 
effective interviewing abilities. During your career, they will be a valuable asset. 

Interviewing Procedure: The interview protocol serves as both the framework for the interview 
process and a list of the questions you want to ask. To make sure that findings are properly 
interpreted, the fundamental questions for each topic must be asked. The central portion should 
include just the right number of inquiries to generate the necessary data for analysis, but not 
too many to make you feel pressed for time as the allotted time approaches. We've discovered 
that a time window of an hour works nicely for somewhere in the range of 10 to 15 open-ended 
questions. This gives you time to gather enough data to contribute to the classification of the 
cultural archetype and enough information to conduct the interview in a relaxed, pleasant 
manner.  

Stakeholders or impartial parties should provide suggestions for the choice of interview topics. 
Senior managers' and senior administrative assistants' opinions have proven to be quite helpful 
in helping us choose a representative sample of the population. All levels of supervisors and 
rank-and-file employees should be included in the topics. Incorporate both employees with a 
long career with the company and those who have only been there for a short time. After being 
on board for around 90 days, most individuals should be able to supply enough details to aid 
in classifying the culture, but a little more time is usually preferable. Sincerity be damned, it 
relies on factors like the organization's true age. To make sure that your account for internal 
departmental differences, it is crucial to have a solid cross-sectional representation of 
organisational activities. There may be significant departmental differences in a big company 
with strict "silos," and these differences may affect how you deploy security measures. 
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We conducted a study at a company where more than half of the employees had been there for 
less than a year and were still able to provide an accurate evaluation. The company's fast 
development required employees to properly "hit the ground running," and the hiring process 
was designed to completely enlighten new recruits about how things were done in the 
organisation. We were able to get a highly representative sample of the different functions, 
which allowed us to comprehend the variations that the software would have to handle. 

The interview's general approach should establish a suitable tone and that you get the 
information you want. Interpreting interview findings requires a thorough understanding of 
your system for classifying cultures and the implications of each class for security measures. 
The "thematic analysis" method of extracting information from interview data entails finding 
pertinent themes that recur in many interviews. Your judgements on the categorization of the 
culture and subsequent application to your programme are supported by these topics. A theme 
is an answer to one of your main interview questions that pops up more than twice in as many 
different interviews. In a medium-sized to big company, we've discovered that 20 to 40 
interviews should be plenty. 

When we performed an evaluation of a land development company, we often heard that 
decisions were almost never taken below the leadership level. This subject unmistakably refers 
to a vertical archetype according to our classification scheme. Stories of a type of "bipolar" 
method of doing things had additional material that lent credibility to this conclusion. Either it 
took "forever" to complete tasks or they had to be completed right away to avoid running afoul 
of a senior management. Another blatant example of the vertical archetype, which will be 
discussed in "A Classification System for Organizational Cultures," may be found here. 

Survey-based evaluation is more science-based than artistic, yet the survey still has to be 
prepared artistically. Some individuals could even be more wary of surveys than of interviews, 
you never know. People may respond negatively to any poll that has the appearance of being 
conducted by a psychologist or social scientist. Individuals can have negative encounters with 
poorly done surveys, leaving them never approaching one without feeling deeply suspicious or 
resentful. By clearly stating the survey's goal, reiterating respondents' anonymity, and 
providing a thorough explanation of how the data will be handled and processed, you may 
avoid negative responses. 

Since it can prevent any propensity for the data gathering process to be influenced by subjective 
interpretation of data, a survey is more science than art. It offers an impartial gauge of opinions 
and often enables the inclusion of a considerably bigger sample of organisation members in the 
data gathering process. Yet the design of the survey instrument and the handling of the findings 
must adhere to specified scientific standards. 

The Mechanism 

Validity and dependability are the two main issues in using survey tools. Simply said, the 
instrument must measure what it is intended to measure and provide consistent findings across 
time. At the time this article was written, we were unable to locate a standard tool that could 
be utilised in the creation of a security programme. There are a number of methods designed 
for use in general evaluation of organisational climate as well as techniques designed to 
examine cultures with reference to safety problems. According to a classification scheme that 
may be connected to security tactics, there don't seem to be any. This is not especially 
unexpected given that the majority of security professionals avoid discussing culture as a factor 
in programme execution in favour of concentrating on the ability of technology and policy to 
meet the objectives of security programmes. 
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Over the last ten years, we have been evaluating cultures using a survey tool that we created. 
It is based on a categorization system that is easily able to provide direction for a broad range 
of organisational development actions and initiatives. Despite the instrument's lack of statistical 
validation, it frequently produces internal reliability coefficients over 0.90. It may be inferred 
from this that the instrument is fundamentally coherent and consistently measuring something. 
While we have not yet found a research collaborator to assist us verify our assumption, we feel 
that it is assessing the elements that we presume describe the key cultural archetypes that we 
believe exist. 

The information above is provided to highlight how difficult it may be to develop your own 
instrument and how strict research guidelines must be followed, not as an advertising. Due to 
the fact that our product does not yet match the criteria for a research tool, we are not prepared 
to put it on the market or indicate to customers that it is more than it is. Without enough 
statistical support, you should not either claim that your own survey is accurate and dependable. 
Although creating a questionnaire is relatively simple, creating a scientific instrument requires 
extensive research and a sound theoretical foundation. As companies grow aware of the need 
of integrating programmes and technology with culture, maybe some providers of security 
technology and programme support will be more inclined to make investments in the creation 
of practical instruments for culture evaluation. 

This does not imply that you cannot create and utilise your own survey instrument. That simply 
implies that you will need a reliable classification model to use as the foundation for your 
questionnaire and that you must disclose the tool's limitations in each report of findings you 
generate. 

The following is provided as a general introduction to creating survey items. The instrument 
items are frequently phrased in the form of statements with which respondents are asked to 
agree or disagree on a scale from "strongly disagree" to "strongly agree," since what we are 
looking for is where the person's viewpoint falls on a continuous continuum. We may tell that 
the organisational culture archetype is more horizontal than vertical, for instance, if leadership 
is prioritised above control, as stated in the first item on the list below. Unless a single item is 
statistically verified to offer the information alone, there must be numerous items in the 
instrument that seek the same decision. 36 components make up our instrument, which we 
utilise to determine placement across three categories. 

Procedure for the Survey 

The use of social research instruments is governed by a common standard procedure. It is 
intended to prevent bias from conscious or unconscious sources from tainting survey findings. 
The methodology for using individual evaluation instruments has been modified to include the 
stages below: 

1. Administering the tool 
2. Score the test and gather any relevant statistics data 
3. Analyze the findings in light of the classification scheme and any implications for 

strategy 
4. Communicate the findings to the relevant parties, highlighting any implications for your 

security plans. 

The delivery of this procedure before discussing the classification system model with any 
survey participants is its most important component. If the survey doesn't include enough of 
the correct sort of items, it won't be possible to detect intentional bias in the replies, which 
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might distort the results. This sort of durable instrument design is seldom accessible for 
instruments that are made to order and the majority of other tools that are sold commercially. 

An Organizational Culture Classification Scheme 

According to the organisational psychology literature, cultural analysis is a field of study that 
aims to comprehend and map the patterns, influences, effects, and affects that exist within 
different cultures. A peculiar collection of symbols, rules, myths, tales, and character 
archetypes forms the foundation of traditional cultural analysis. The psychological contracts 
and fundamental relationship dynamics inside companies are the focus of the analysis and 
classification system we utilise. The operative agreements relating to the acknowledged value 
exchange between workers and their companies are known as psychological contracts. 
Employees are often expected to trade things like their attendance, best efforts, loyalty, and 
commitment to organisational ideals for fair salary, benefits, opportunities, and good 
interpersonal connections. Due to their individuality, these contracts often have no 
counterparts. 

Models of government archetypes 

Psychology of certain individuals: The contract is a normative one that all workers share with 
the organisation at the level of the organisation archetype. According to MLC & Associates' 
study, some underlying assumptions, routines, and components of the psychological contract 
are shared by the great majority of relationships between an organisation and its constituents. 
These relationships are described as organisational archetypes. These archetypes may be 
compared to the basic forms of governance, which range from total individual control to 
broadly dispersed control as can be observed in a community. 

Humans will organise because of the Organizing Imperative. People will unite to achieve their 
common objectives whenever they decide to work towards them. The organisation won't 
always be beautiful or operationally efficient, but it will still exist. People seem to organise 
because there is a need to understand our ties to those we work with, and an organisation may 
define relationships in accordance with generally recognised definitions of roles. 

The division of responsibility and power has the most impact on interpersonal interactions 
inside an organisation. This distribution provides information on how individuals may find out 
what is essential and how things are done in the company. Also, it defines formal freedom to 
act, which de facto limits how creatively individuals may express themselves. 

The Cultural Heart: The Psychological Contract 

There are both individual and group psychological contracts. Every company has an established 
normative contract that may be used to categorise the culture. There are many components or 
provisions in the contract, but a few stand in for a core of crucial features. They concern the 
dissemination of A&A and include topics such as information management and the level of 
reliance anticipated from individuals. Since each archetype demands certain patterns of 
behaviour and belief, such a classification system enables us to draw a relationship between 
the culture and how we must build the organization's policies and procedures. 

The Organization in Form 

The formal allocation of A&A is often represented in organisational charts that are constructed 
as pyramids, with the lowest levels having the least power and responsibility. The less A&A is 
invested on the bottom rungs of the ladder, the more levels there are in the pyramid. The 
presence of labour unions in the workforce considerably muddies the pure forms of this 



 
 

125 Database and Information Security 

distribution. Under certain circumstances, the collective bargaining unit has specific kind of 
authority that no one person would have. Other elements of personal authority that the union 
has appropriated are also absent. The presence of a collective bargaining unit in no way alters 
a cultural archetype's essential qualities. The main effects of collective bargaining are the 
removal of management power for abuse and exploitation as well as the removal of individual 
power to perform above expectations. The inherent verticality of A&A continues to match the 
breadth and depth of the formal structure. 

Unofficial Group 

Informal organisations reflect how things really get done and connect to one another, as 
opposed to formal organisations which reflect the goals of their creators. The informal 
organisation is more fluid than the formal organisation, which has a tendency to remain stable 
and constant in its fundamental structure. Those with leadership skills that go beyond what is 
officially required of them in their professions, politics, and personalities all play a part in the 
dynamics of the informal organisation. 

During the last 20 years, we have worked with hundreds of organisations, and in each one, 
there have been individuals whose influence considerably beyond their official authority. Its 
influence on laws and practises may sometimes be beneficial and other times it can be 
detrimental. One such instance may be found in one of our clients. This manufacturing 
company installed a wireless radio frequency system to serve its communication and logistics 
management needs. Everything that was done with the system, including how secure—or not 
secure—it was created, was under the control of a single person who did not work in the 
information technology department. Notwithstanding our recommendations that the 
"ownership" of the system be transferred to IT to provide proper support and security, 
management was averse to confronting the present owner to make the transition since doing so 
may call into question the need of his position and salary. To show how seriously the company 
was in danger, we had to resort to having one of our consultants access the network from a 
laptop in a vehicle parked in the office's parking lot. In the part that follows, when we examine 
the vertical archetype, keep in mind this tale because we'll use it again to illustrate how the 
archetypes behave in predictable ways. 

Archetypes of Vertical, Horizontal, and Hybrid Culture 

A typical definition of an archetype is "the original model from which all other like people, 
things, or thoughts are essentially derived, copied, patterned, or mimicked." While it should 
not be confused with stereotyping, it is often defined in psychology as an unconscious tendency 
to categorise things in categories. Archetypes are more basic and have a propensity to withstand 
changes in social systems throughout time. The archetypes in our approach are based on well-
known relationship patterns that date back to the first human organisations, such as families, 
the military, and religious institutions. 

Using the Vertical Archetype 

The hierarchical model of organisational connections serves as the foundation for the vertical 
archetype. Even while it's debatable whether there isn't any hierarchy in every organisation, the 
degree and rigidity of that hierarchy are directly related to significant cultural differences. The 
oldest forms of organisation show a strong and tight hierarchy. Position within the hierarchy 
determines formal A&A, whether it is in a family, an army, or a church. Of course, there are 
people at the bottom of the hierarchy who exercise authority above and beyond what is granted 
to them in their official positions, but that is a topic for another essay. In this case, we are 
interested in the predicted traits of the formal structure. 



 
 

126 Database and Information Security 

The characteristics of a successful vertical organisation: Membership is derived from real or 
imagined kinship within a system. For instance, the business may employ the owner's family 
members, and those who are hired or interviewed for positions are informed that they are 
joining a virtual family. The promise of a professional life that is comparable to a family life 
is often promoted as a desirable component of the culture. This promise will become a crucial 
component of each employee's psychological contract, and unless its meaning is made crystal 
clear, it is open to broad individual interpretation. Some individuals spent their formative years 
in warm, close-knit homes with many traditions. Others had families that gave them an identity 
and financial security but nothing in the way of closeness and love. 

Membership is contingent on adherence to rules and fidelity to authorities. Several individuals 
have been fired from companies for failing to uphold the loyalty obligation. Strong, devoted 
parents make the best leaders. Families are dysfunctional in the same way that very vertical 
enterprises run by cold, distant parents are. This means that rather than being motivated by a 
desire to please a liked and respected boss, subordinates are more motivated by fear. Please 
keep in mind the guy who controls the RFID system for our industrial customer. Others were 
reluctant to address his obviously problematic conduct because he had successfully generated 
a sense of dread about himself. The anxiety most likely sprang from his own anxiety of seeming 
unnecessary. His own job security may be increased if he had possession of something both 
essential and enigmatic. His "crime" was made worse by a top management that was mainly 
uninterested and that the IT staff was certain would not step in for the sake of a more secure 
network. The notion that management did not care was untrue; they were only clueless, and no 
one was ready to take the risk of coming forward. It takes a third party to create awareness and 
alter the unhealthy relationship. Since in any vertical structure the parent figures must exhibit 
worry or care before others would think they have it, this was obviously a terrible example of 
senior management. 

1. A leadership position is given, together with legal standing and power. Whether or not 
a job has subordinates affects how much of a leader that individual is expected to be. 

2. A dependent, well-adjusted youngster is the ideal member. A crucial component of the 
psychological contract in vertical organisations is the contract for reliance. 

3. Distribution of responsibility and authority is inversely correlated with vertical 
position. 

The main source of instruction, criticism, and praise or reward is superiors. Leaders often 
instruct followers that their responsibility is to "make me appear good" in return for favourable 
treatment. 

Information is only shared with those who need to know. This is unquestionably important in 
creating security policies and procedures. 

Before taking action, permission is often necessary. Also, security programmes should take 
particular note of this. 

Members have sibling-like or parent-child relationships with one another. When we attempt to 
connect security policy and procedures with the culture, this is a more subtle but nonetheless 
significant element. 

Organization of people and work is done along functional or departmental lines. The good news 
in this situation is that a significant portion of organisational behaviour can be predicted. 

The success of change projects, such as the installation of new programmes or systems, may 
be boosted by orders from respected senior persons who can force compliance. 
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Vertical Archetype 

The horizontal structure, which still remains relatively uncommon but is on the horizon of 
organisational change, claims greatest adaptability, durability, and speed of both operations 
and adaptation. 

Middle Eastern Archetypes 

Most businesses nowadays have a culture that combines both vertical and horizontal elements 
from the contract. While it may be argued that such a group is "neither fish nor fowl" and 
unclear of who it is, it is not really the case. It turns out that both vertical and horizontal 
archetypes may be found in an organization's culture. Although if managing such a company 
may be more difficult, it may nevertheless function well if everyone is aware of the obligations 
under the contract, such as: 

Basic hierarchy with components of a horizontal archetype. While customers' requirements 
play a significant role in setting direction, people are ultimately answerable to superiors. The 
kind that is most often seen nowadays. Pure verticality is vanishing as businesses change in 
tandem with the expansion and use of technology. This holds true even for military 
organisations that currently prioritise the fighting team above a huge organisation of troops. 

Individuals are arranged according to their functions, and projects or functions may be used to 
arrange labour. Project value is recognised, yet effective project and portfolio management is 
often hampered by hierarchy-driven behaviour. 

Customers or superiors may provide instructions, but performance is generally assessed by 
superiors. While they may be temporarily dispersed to teams working on important projects, 
authority and responsibility often flow upward. Taking on high-profile initiatives may help you 
get noticed and progress. 

Due to the merging of vertical and horizontal archetypal traits, management is much more 
complicated. Managers need to be effective from all angles when a company gets more 
horizontal. Professional employees often feel more at ease interacting with clients directly than 
they do following instructions from functional superiors. 

In most cases, getting permission to do something is important, but taking calculated risks will 
pay off. Leadership is vertical in roles and may be spread in project teams accommodates the 
broadest range of psychological contracts as communications regarding organizational 
expectations will emphasize both sides of the continuum, from vertical to horizontal. 
Referencing both vertical and horizontal systems results in a highly political environment 
where the quest of power, its trappings, and its manifestations are part of daily dynamics. 

Behind closed doors and in a formal, public setting are both significant forms of 
communication. Program or system deployments, for example, rely on top-level management's 
commitment and support as well as the effective participation of the affected organisation 
members. 

The allocation of perceived and real ownership, which differs across archetypes throughout the 
continuum, is the essential characteristic. This quality has the most impact on the variety of 
traits that make up an organization's culture. In recent history, the monarchy has all but 
vanished as a model for national rule, and only small-scale attempts that lasted very briefly 
have seen community succeed. Hence, a mixed archetype with traits from both vertical and 
horizontal archetypes will be the one that manifests itself the most often. Because of the nature 
of their job, IT firms are compelled to be more horizontal than vertical and to structure in teams 
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rather than functions. This is a major component that makes change efforts challenging in 
established companies. 

Since it is not sufficient to know which archetype is prevalent in a company, interpreting the 
findings of a culture assessment requires some expertise. Moreover, knowledge of how 
effectively that archetype is being portrayed is required. For instance, a strictly vertical 
company may be highly successful but only if it has strong, capable, and caring leadership at 
the top that serves as an example for other executives. We have dealt with a privately owned 
business whose owner/manager is in charge and whose poor leadership is evident across the 
whole organisation. The inevitable outcomes are political infighting, erroneous judgements, 
resource waste, and terrified people. The firm is successful for reasons that cannot be discussed 
here, but not because it is a successful example of a vertical typology.  

The ideal culture aligns with management: As long as the current leadership is in place, the 
firm has potential that is unlikely to be achieved. Its lack of leadership is reflected in its security 
procedures and policies. There is no defined security policy and no overarching plan guiding 
security procedures. Brilliant security experts are excluded from the design phases of new 
systems and procedures and are restricted to policing roles. Most people see security as an 
unwelcome but necessary afterthought. The security office's morale is poor, and turnover is 
higher than usual. Overall, and in spite of superb state-of-the-art technology, this security 
function has no beneficial effects on the company. Look at the stable qualities of the company 
and evaluate how effectively they are being articulated in order to determine the influence of 
managerial effectiveness. For instance, in a blended archetype company, information will be 
managed primarily on a need-to-know basis, but there must also be a strong internal 
communications function that can disseminate the necessary and sufficient information to the 
population so that the staff members can adequately serve customers and represent the 
company to them and other outsiders. Establishing connections between culture and strategy 
requires a profile that identifies the archetype and evaluates its efficacy, but the archetype will 
always be the more potent of the two components. 

Connecting Culture to Strategy: Now that you've seen how the classification system based on 
vertical, horizontal, and mixed archetypes may influence the creation and application of 
security policies and procedures, you may be starting to understand how it works. The 
dynamics of the organisation are more top-down and may be influenced by demands for 
compliance the more vertical the organisation is. The causes of behaviour are increasingly 
diversified and include peer and consumer influences as businesses grow more flat and 
horizontal. When change is executed in flatter companies, the business rationale for behaviour 
takes precedence over compliance. Customer requirements and the real effect on operations 
determine value more so than how much superiors approve. 

The fact that the majority of knowledge about what needs to be done to satisfy customer needs 
and advance business objectives is found in the lower levels of the organisation, rather than 
just at the top, is a characteristic of flat organisations that flies in the face of many people's 
fundamental assumptions about the workplace. Many people in the workplace are at ease with 
the notion that the more senior a person is, the more knowledge they possess. Naturally, this is 
often the case when information is handled on a strictly need-to-know basis since low-level 
employees are not expected to clog their minds with practical business knowledge, thus it is 
hidden from them. 

People are less likely to fight security regulations if the contract they accepted along with 
employment asks for proper dependency. Resistance is much less probable if the vertical 
organisation is managed by a really compassionate individual since it will be considered that 
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they always have the interests of the company and the people in mind when formulating and 
enforcing policies. 

People feel powerful in vertical organisations because they carry titles, have inside knowledge, 
and have solid ties with other individuals who also occupy named positions. People feel more 
powerful in flatter companies because they are receiving feedback that they are having the 
intended effect on customer satisfaction and getting along with coworkers. These are only 
several definitions of competency, nothing more or less. This type of fact must be taken into 
account by the tactics a security software uses. Take this illustration of how various sorts of 
businesses might react to a prevalent security threat social engineering. 

As both the danger and the solution require influencing people's behaviour, accepting the social 
engineering threat also means accepting that it is one of the hardest threats to eliminate. 
Assuming that this firm has a composite cultural typology, we may deduce that behaviour is 
influenced by both strong leadership and consumer demands. The archetype also implies that 
good performance management and staff relations procedures will benefit our efforts. Let us 
imagine that our company is pretty conventional in that performance assessments are done on 
a yearly basis by direct supervisors who may or may not receive feedback from customers and 
peers of subordinates. Let's further suppose that, as is the case in the majority of businesses 
today, the goal of our employee relations procedures is to lower risk to the company. Of course, 
there may be more aspects, but for the sake of this exposition, let's concentrate on these. 
Organization law is formal written policy. Our security strategy for social engineering has to 
be publicly supported by high management in order to be taken seriously. The policy's wording 
must be agreed upon with the human resources office and legal counsel since it should define 
violations and provide a basic explanation of administrative penalties for policy breaches. 

If administrative penalties are imposed for infractions, a form of enforcement must be put in 
place and made widely known in order to discourage policy violations. If we think that our 
boundary since individuals regularly let strangers to "tailgate," security is poor. As a deterrent 
and to keep track of violations, we may put up video monitoring at the doors. 

Since the term "social engineering" is not self-explanatory, we may additionally offer training 
to make sure that everyone in the company is aware of both the nature and the danger of social 
engineering. The optimum strategy may be a video- or computer-based approach that provides 
access to the knowledge but does not impose a significant demand on people's time at first 
because this training will have to be conducted throughout the community. To give the words 
in media materials supporting this policy legitimacy, they should include senior management's 
face and voice. Our company's policies and training materials have to include the effects on 
customer satisfaction and business profitability. For continuing training, both formal and 
informal new-hire orientation should include an introduction to security policy and procedures. 

Our strategy might differ if we were dealing with this issue in a horizontal organisation. The 
development of suggestions from the employee population on how the danger might be 
mitigated by practises and policies would be our first emphasis. The population would share 
enforcement responsibilities, and teaching regarding this aspect of job expectations would be 
"high touch" rather than "high tech" and directly engage the organization's most senior 
management. Metrics that quantify the financial effect of security breaches would be discussed 
together with all other types of security concerns. 

You may be able to infer from our example that developing a viable plan requires a grasp of 
the culture in terms of the best facets of the archetype. The archetype also forbids the indefinite 
investigation of culture that might result from include every peculiarity of a physical or social 
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behavioural character. You have a strong platform to build your policy and practise suggestions 
on thanks to the archetypes' underlying principles presenting evaluation findings. 

Put Strategy First: The results of a culture evaluation per se need not necessarily be shared with 
anybody. If the organisation is more vertical, this is truer. People care about strategies because 
they will have an influence on operations and behavior. So, it may be sufficient to state that an 
evaluation of the organization's requirements for security policies and practises has resulted in 
a set of strategies that are in line with the latter. As a consequence, the techniques rather than 
the precise findings of the evaluation are conveyed. 

Choose the most succinct explanation of the evaluation process you can if there is 
organisational interest in what motivated the development of strategies. While you would want 
to impress everyone with your knowledge, we have shown that over-informing seniors is 
seldom beneficial. They lack the patience or the time to read a protracted dissertation on the 
theory supporting your findings. Even if you were requested to discuss approaches, start with 
the findings and then provide a succinct description of the methods. Conclude by describing 
how the tactics will support organisational objectives. Never forget to acknowledge your 
steering committee, programme management team, or anybody else who helped you define the 
security program's strategic direction. 

Making presentations to management while acting as if what you have done has been a 
smashing success is typically a smart idea. Nothing you say will help if you severely messed 
the assignment. If a case can be established for a positive viewpoint, it could have the effect of 
balancing out a minority position that is unfavourable. A Few Last Cultural Ideas: Exists a 
perfect culture for maximum security? This would be a legitimate query given the accepted 
understanding of what culture is and how to comprehend it. In actuality, "no" is the correct 
response if we're referring to an ideal archetype. A well-executed cultural archetype may 
undoubtedly be paired with tactics that are well suited to that archetype. 

The existence of security techniques and systems is predicated on the fundamental premise that 
individuals can only be trusted to a certain degree. These restrictions are imposed because we 
are unable to accurately forecast what any one person will behave in a particular circumstance. 
There is at least as much that we cannot and do not know about what a person is likely to do in 
a specific scenario as there is that which we can and do know about the basic processes of 
individual motivation and social interaction. As a result, we feel compelled to take steps to 
protect our property and ourselves from human evil and mischief in that uncertain world. 

Influences from both the individual and the social world shape human behaviour. 
Organizational leaders use policies, procedures, and behavioural models to influence the 
attitudes and conduct of those inside their sphere of influence. The approach to lowering the 
risk that your security programme will have to concentrate mostly on protecting the business 
from its own people is managing successfully, which to us means managing in positive 
harmony with the cultural archetype in place. One of the most potent tools for ensuring the 
safety of persons and property is the social influence of leadership. You have a responsibility 
as a security professional to show leadership by integrating your programme with the unique 
culture of your company. There is a decent possibility that anything is a duck if it has a duck-
like appearance, quacks like a duck, and waddles like a duck. It's your responsibility to make 
it the finest duck it possibly can be. 

Good program-culture alignment promotes trust in leaders: Trust in policies and procedures is 
encouraged by faith in the leadership. Your work is made much easier by internal faith and 
confidence because you can concentrate on external dangers and on assisting with the required 
and sufficient security for company operations without having to worry that it would impede 
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those activities. You can be sure that your own staff will ultimately disregard your security 
measures if they are not in line with the culture and the demands of the various business 
divisions. You do not want adversaries among the management ranks of your company as a 
staff professional. It is your responsibility to connect your programme with these goals, not the 
other way around, if you want to be seen as the organization's ally in achieving its business 
objectives. 

Culture may be altered without a doubt. There are several instances of cultural shift throughout 
the history of management. The majority of sudden and significant changes, however, have 
occurred as a result of fundamental organizational problems. Change is possible and 
manageable under these circumstances, while it is not painless. Accepting the archetype for 
what it is and improving how it functions is a far more effective route to change. For instance, 
strong, compassionate leadership is required if the culture is vertical. Team performance 
metrics and regular customer feedback must be in place if the culture is horizontal. Strong, 
compassionate leadership and excellent project management are essential for a mixed culture 
to succeed. Of course, there are many additional management techniques that may be improved 
in any situation. Accurately identifying people who are out of harmony in any manner and 
changing them is the key. A significant time of crisis existed in one of the organizations with 
which we have worked, leading to significant force reductions and significant financial 
restructuring. The work schedule adjustment was one of the most effective modifications that 
aided the company's recovery. Monday through Thursday, the workday was somewhat 
extended, and the official workweek concluded at noon on Friday. This consumer goods firm 
had a mixed culture as it evolved from an owner-managed family business to a billion-dollar 
powerhouse in its sector. Technology and product development initiatives both need much 
better management. If not for the significant morale boost that came from giving staff Friday 
afternoons off, the adjustments that the remaining individuals were being asked to embrace 
would have been fought much harder. In reality, a significant proportion of workers were 
already working into the afternoon on Fridays a few months after the shift, according to 
informal attendance measurements. 

At this organization, the shift from pure verticality to the hybrid paradigm occurred over a 40-
year span, and change was still progressing slowly to this day. Some would argue that when 
focus was put on better project management and encouragement of staff morale, the culture 
changed. In actuality, the improvements achieved nothing more or less than improve how well 
policies and practices adhered to the integrated archetype. 

Several businesses have seen genuine cultural transformation. With a strong vertical culture 
and a very huge monolithic organization, Jack Welch divided it into smaller business units with 
more performance responsibility. This led General Electric to adopt a more horizontal 
archetype that was more adaptable and competitive in the company's operating markets. This 
case study of intentional change aimed at enhancing a generally successful and healthy 
organization is significant in part because it demonstrates how long it takes for a cultural 
archetype to shift. The reforms Mr. Welch set out to enact took the better part of 20 years to 
accomplish, and there were several occasions when there was a temporary mismatch of 
procedures with the evolving culture. Both people and procedures have to adapt, and change 
often comes with some difficulty in addition to its advantages. 

Something should not necessarily be done just because it is possible to do so. In the case of 
GE, the transformation was spearheaded by a foresighted management who was able to see 
decades into the future and was prepared to put in the hard work of adhering to the course he 
had chosen. He was a strong leader who provided possibilities for others to take on more 
responsibility and influence decisions made inside GE divisions. The expansion the business 
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underwent under his leadership is evidence of his leadership's acumen. In contrast, a number 
of businesses immediately adopted Total Quality Management in the latter half of the 20th 
century without realizing that, in order to fully execute it, cultural changes would also need to 
be made in addition to the use of quality instruments. To really benefit from TQM, work needed 
to be organized around teams, structures needed to be more flexible, and more people needed 
to have access to information. Quality tools and practices were of little use to organization’s 
who were unable or unwilling to undertake such drastic changes.  

---------------------------- 
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Policy: National policies relating to privacy and confidentiality of information will continue to 
develop steadily as the security of essential infrastructure for most nations remains a major 
concern for senior leadership. There have been several modifications to certain information 
security policies and standards, such as ISO17799 and BS7799, and there will likely be more 
in the future. Australia, Canada, and the European Union are already feeling the pull of their 
citizens' concern about data security and privacy in privatised firms. In order to match the 
current privacy demands of their constituency with previously published privacy legislation, 
these three collectives will continue to face legislative challenges. More precise specifications 
will be developed by the Organization for Economic Cooperation and Development and its 
affiliated nations, notably in the field of computer emergency response teams. If things pick up 
speed in this sector, we could also see aggressive increases in information security efforts in 
Poland, Turkey, and other South American nations. There may be greater involvement from 
US financial institutions in the Basel III Capitol Agreement formulation process. In contrast to 
the Patriot Act regulations, the Real ID Act requirements may not be reestablished in the United 
States in 2009. With these extensive regulatory changes, CISOs should create a strategy to 
collaborate with their risk managers and privacy officers and have frequent meetings with 
them. For CISOs to help maintain the proper balance of the organization's risk tolerance and 
appropriate information protection controls, they will need to be aware of the level of 
information security risk that the company is willing to accept as well as the privacy and 
compliance concerns of these two key business partners. Information security professionals 
have the ideal chance to distinguish themselves as valuable partners by showcasing their 
advocacy skills in these areas and by serving as a link between these partners and the key 
programme areas of a company by incorporating risk reduction and compliance measures into 
business processes. In light of the ongoing disclosures of sensitive and confidential 
information, it's also critical to emphasise that working with risk managers and privacy officers 
offers a chance to emphasise that security breaches of all stripes will undoubtedly continue, to 
accept this reality as a risk of doing business, and to make sure the organisation has a plan in 
place to handle them. It is essential to emphasise this since it is at this time that the role of the 
information security expert transforms into that of a trusted advisor and first responder. For 
months or possibly years, the mainstream media will continue to obsess about pointing the 
finger at specific corporations for breaches. The collaborations with chief legal counsel and 
public affairs will be as crucial as ever for the CISO to make sure that his or her leadership has 
a strategy to react that complements compliance with existing and impeding regulation, without 
assigning blame but by admitting responsibility. CISOs should also maintain consistent 
relationships with their legislative offices, policy committees, and research and development 
bureaus to support decisions in this area. By doing so, they can stay up to date on developments 
in business strategy and policy that will impact the tactical and strategic planning of the 
information security programme. The CISO should keep those business units informed of 
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information security risks, propose things to look out for, and offer adjustments or 
modifications to existing business procedures to fulfil the organization's level of due care. 

Workforce: Companies throughout the globe reach a crucial turning point in terms of the 
generations working for them near the conclusion of the first decade of the 21st century. The 
bulk of "Greatest Generation" World Wars I and II period employees in most nations will be 
quitting their "second" occupations, which they took on after formally retiring from their pre-
65 firm roles. Their first offspring, the leading edge of the "baby boomers," will be qualified 
for pensions provided to those people after reaching the age of 60 in many industrialised 
nations. To this purpose, all organisations' internal cultures will see a significant effect. The 
consequences for information protection will be severe as company histories, intelligence, 
wisdom, and in-mind undocumented business processes leave factory floors, hospitals, 
laboratories, data centres, government entities, technology companies, utilities, and 
universities. Companies that are unprepared for this exodus of knowledge will not only struggle 
with high staff turnover rates. 

For those left to pick up the pieces after the Baby Boomer generation and the early Generation 
X, there are a lot of information security problems ahead. Not only will these individuals be 
expected to manage organisations without having access to the wisdom of the early baby 
boomers or the morals of the World War II generation, but they will also be the next generation 
of leaders in the majority of international organisations. These employees will also be dealing 
with three very different generations: the baby boomers nearing retirement, their Generation X 
peers, and the whole Generation Y. The early cusp Generation X leaders have many 
treacherous paths to navigate in terms of information security, most notably the internal 
management of how the three generations working together perceive and manage information 
security, as the last of the Baby Boomer generation prepares for retirement and "second-career" 
pursuits. The problem is more with the many routes that each generation believes are proper to 
take to get there than it is with the final result of compliance with policy and corporate rules to 
safeguard people, information, and assets. To do this, CISOs should maintain constant contact 
with their human resources and personnel departments, engage closely with their privacy 
advocates, and keep keenly aware of organisational change management initiatives. 

The problem of secure communication will be another major one in the workforce domain. The 
incoming leadership has used and will continue to use e-mail heavily and prefers employment 
as independent contributors by telecommuting, Description of Generations Push-button 
technologies, and to some extent text messaging on handheld devices. This is in contrast to the 
departing generations, which have already been mentioned, who prefer communication by 
personal contact, live telephone conversation, and, to some extent, e-mail. The majority-
Generation Y workforce will come next. The usage of Web-based software programmes, 
instant messaging, text messaging, and Webcam interfaces in the workplace is most 
comfortable for this generation, and they even demand it. They want access to a range of 
various communication channels so they may utilise whatever they see fit. On the other hand, 
this generation does not strive to schedule in-person meetings or use "normal office" e-mail to 
do business since they believe that doing so hinders their capacity to multitask and creates a 
bad working atmosphere. The consequences for information security in acquiring and 
maintaining a wide range of communication channels are significant, especially in light of the 
finding that Generation Y's communication preferences and those of the next leadership 
generation directly conflict with one another. The amount to which information is utilised, 
preserved, communicated, exchanged, and disposed of multiplies several times to suit this 
diverse workforce, despite the fact that secure communication issues have always existed. The 
absence of Generations X and Y in the normal corporate and government context will further 
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raise the strains on the workforce, as statistics consistently show that these generations prefer 
to pursue their own small enterprises and entrepreneurial chances. Relationships with Web 
application developers, telecom experts, and human resources/personnel staff should be 
maintained, and CISOs should keep a close eye on communication patterns in their main office 
and satellite offices. These connections will remain essential for ensuring that information 
security architecture methodologies and controls are correctly implemented, for addressing 
changing compliance requirements, and for having staff "separation and transfer" procedures 
in place. 

External clients: Often times, supplying an outside consumer with a comparable demographic 
may match workplace worries about information security. To elaborate on the above insights, 
the client base will often be younger or older than the average working age base. In many 
situations, the same principle that suggests offering a choice of communication tools at work 
to entice top talent also holds true for acquiring, preserving, and upgrading the external 
customer experience, as well as for making those offerings appealing to a client base with a 
wider age range. The need for safe computerised data and paper information has never been 
such an important component in the company-to-customer interaction since the bulk of 
business and government services are still provided with a sustained emphasis on the 
worldwide market. Beyond the effects of security for conducting business internationally, 
customers will expect organisations to be aware of, adhere to, and have business and system 
processes that allow for compliance with regulations and policy. They also expect organisations 
to have little to no fault tolerance when it comes to these expectations. The public's tolerance 
for an organization's lack of effective procedures will decrease as they continue to learn that 
information security breaches occur. As a result, there will be an uptick in constituent requests 
for government officials to develop and amend policies, letters to board members, pressure 
from stockholders, and waves of consumer loyalty churn. It also implies that information 
security will play a bigger role than just being a crucial programme inside a company's overall 
strategic orientation, becoming a bigger public relations problem and playing a more visible 
role both within and outside of an organisation. It will be difficult for CISOs to decide when 
and how to consult with their legal and media relations teams when making decisions about 
information security risks that may not be immediately apparent and what the company deems 
appropriate controls and mitigation measures with regard to public perception and trust. 
However, these choices are made more difficult by the economic globalisation, the wide range 
of cultural expectations, and the ongoing changes in each country's information security and 
privacy laws. 

Technology Information: The bulk of crucial information in a company is now created or 
translated into an electronic format utilising computer technologies. This reality poses serious 
difficulties for an organization's CISO as well as its information technology business units. 
After peaking in 2002-2004, the work plan developments for IT staff in charge of overseeing 
enterprise architecture and business continuity plans began to decline. In the next years, 
concern about these plans' security will increase once again. About 10 years after the events of 
September 11, 2001, it is time to review and change business procedures for the next decade 
since technology and associated disaster recovery processes were implemented too hastily. To 
ensure that changes to an organization's business continuity planning put the safe availability 
of assets and information front and centre, the chief information officer (CISO) and enterprise 
architect play crucial roles in building the groundwork for success. An growth in the usage of 
smart-card and biometric technologies will also have an impact on information security 
connected to information technology. The usage of smart cards and radio frequency 
identification will grow and continue to advance, despite the fact that the United States differs 
from most other nations in that it heavily relies on the magnetic strip for a variety of financial 
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and identification card functions. To this end, as the need for mobility, connectivity, and secure 
response rises, so will the employment of telecommunications professionals and outsourced 
telecoms consulting services. This also occurs at a time when the average customer may afford 
to buy a personal satellite phone in addition to utilising smart cards. As more people buying 
these phones, portable services are evolving into a highly integrated technological landscape, 
with palmtops having extensive data center-like capabilities. This increase in connectedness 
opens the door for some truly innovative new communication tools, such as the sharing of text 
and attachments between handheld satellite devices as well as packets of compressed video 
files that, when uplinked by the receiver, can be viewed as a holographic display with multiple 
users connected at once. The following 2010 decade will see significant advancements in these 
fields as these evolutionary communication devices push the boundaries of technology and 
consumer demand for connectivity rises. Internal technology managers for the firm must 
constantly update security settings, particularly the security components of the system 
development life cycle. Another intriguing byproduct of a business continuing to satisfy staff 
and customer expectations for secure communications is a greater pressure on vendors and 
product developers to address the persistent security flaws that continue to afflict commercial 
software applications and operating systems. Depending on how serious the problems are, this 
effort may reach the regulatory level. Up until that time, applications for vulnerability 
prevention, detection, and correction in information technology are anticipated to continue their 
modest but steady ascent. The range and depth of search engines used inside the company will 
continue to expand, which is also connected to communication. Enterprise document 
management, digital rights management, concerns with electronic discovery, and forensic 
issues with regard to access, proper usage, and log monitoring may therefore become more of 
a concern for CISOs. The CISO has a responsibility to work with their CIO, CTO, enterprise 
architect, and web application developers to ensure collective agreement on and diligently 
search for the most secure and least intrusive communication vehicles for staff and customers, 
which is related to all of these future areas of information security and information technology. 

Footing for the Future: Buy-In and Communication: The days of "selling" information security 
to their corporate leadership are long gone for many CISOs. Information security experts must 
now clearly and consistently demonstrate their value to the company. The acceptable tolerance 
of time needed for information and asset security in the physical, administrative, and 
technological domains works directly against this endeavour. During the last ten years, the 
amount of downtime that a company could tolerate decreased from days to hours to minutes to 
almost nothing. Since 2000, there has been a significant push towards prevention as CISOs 
have switched their focus from focusing on detecting an incident to event-driven planning. In 
an effort to not only avoid events but also to lessen business interruptions from downtime, this 
drive has resulted in an increase in work for information security professionals who are now 
engaged with much of the execution in front-end engineering and testing of business processes. 

In order to get leadership buy-in, CISOs must explicitly convey to them that information 
security is not only the organization's duty for assuring controls but also has the potential to 
and ought to be a realised financial opportunity from which every division of a corporation 
may profit. In order to do this, information security experts must not only provide guidance but 
also get hands-on when helping colleagues incorporate information security and privacy 
principles into their respective lines of business. This activity goes beyond monitoring and 
developing policies for supervision. It entails providing other leadership in your company with 
the chance to meet benchmarks, demonstrate innovation and creativity in information security 
within their own functional areas of business, and report strategic and tactical outcomes to the 
board of directors, executive staff, and other advocate areas. Business resiliency, rivalry, rules, 
and legal restrictions are crucial factors in gaining support. 
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Business adaptability: It's often the hardest to get buy-in on this subject. As we become more 
agile with rapid recovery that enables company to quickly move ahead, there is sometimes a 
complacency among other parts of business that information security concerns are primarily 
the exclusive responsibility of the CISO. There also tends to be a quick amnesia about events. 
This is especially apparent in areas where businesses are acutely aware of the interruptions 
brought on by natural catastrophes and power outages. The interest in terrorism and personal 
safety problems has increased over the last ten years, and strategies have altered significantly 
in response. There are ancillary issues with regard to physical security, such as how climatic 
influences like gas emissions and improper disposal of hazardous waste affect environmental 
elements, which in turn have an impact on the physical security of our data, assets, and 
personnel. 

Competition: The information security implications of R&D, sales, and marketing on achieving 
their objectives for being a leading competitor in their market sector are an area often ignored 
by CISOs. Particularly after equities declined in the early 1990s, CISOs need to continuously 
be vigilant in analysing how information security may affect an organization's capacity to 
communicate globally and gain or lose market shares. This shows how the effects of a bad 
reputation affect an organization's capacity to be more nimble and inventive than its rivals, 
coupled with the qualitative intricacies around worldwide public image. Information security 
efforts in this area will continue to impose limitations in these competition-type venues if they 
are not properly considered and implemented. 

Regulations: Since 2005, there has been a lot of interest in policy. Taiwan, Tunisia, Uruguay, 
Argentina, Hungary, Ireland, Canada, Australia, Turkey, Brazil, Pakistan, Cambodia, 
Philippines, and a long list of other nations continue to push hard for improvements in their 
security systems and privacy regulations. A network of business partners who in turn have their 
own service provider and business partner agreements and controls that require agreement on 
how information security and privacy directives will be complied with will be able to examine 
authorised access, use, etc. through third- and even fourth-party caveats written into 
comprehensive information security programmes and business contracts will be seen as 
reducing risks. 

Legal restrictions: Simply defined, financial commitments to safeguard corporate data and 
assets and reduce liability via risk management must be limited in scope. The company as a 
whole is able to minimise and accept certain risks by allowing leadership to have the legal 
conversation of risk, budget, and strategic objectives, while also establishing guidelines that 
the CISO may follow and adhere to. It's interesting to note that this also opens up an often 
disregarded possibility for the return on investment in information security, or more accurately, 
a region of general cost savings in an organisation. These savings may be discovered by looking 
at risk reduction as it relates to a business's capacity to bargain down premium costs and 
insurance coverage needs. After this analysis of important areas, CISOs are left with two 
unavoidable realities for winning support: The security professional will still be required to 
continue focusing on the specific areas of protection, detection, and breach correction while 
also being challenged with the more general aspects of "the business" of its organisation, even 
though information security issues remain a high priority for the manner in which an 
organisation conducts its business. Security-related events that impact the public's perception 
and illegal information releases, however, occur in hundreds of different forms and degrees of 
severity now and in the near future, and their effects may be more devastating than ever. 
However, when firms do not adequately address these situations, security-related 
transgressions are publicised globally with the aid of the Internet and the media. In a nutshell, 
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a business hires a CISO to work on information security because unforeseen incidents—
including illegal access, modification, or destruction—are inevitable. 

Communication: The first advantage will go to those organisations who aggressively integrate 
and weave more than simply information security measures into an organisation to help with 
resolving these two facts. For their organization's information security programme to achieve 
the vision they have in mind, CISOs must effectively convey their intentions and forge 
alliances. This requires the CISO to develop and oversee a strategic communication strategy 
that is always developing for the company's information security programme. This plan must 
involve educating clients, debunking urban legends with internal business partners, and sharing 
leadership truths. CISOs must make sure that leadership is aware that, even though the 
information security programme is facilitated by the CISO, it is owned by the business; it is 
their programme to support, nurture, finesse, and continually improve upon as their own 
business areas grow and evolve. This is necessary for a communication plan to be strategic and 
for each information security effort to be in alignment with that strategy. The security 
professionals must concede to internal staff and management that they realise business staff 
are more familiar with their particular programme areas than the information security staff, 
which may be a challenging aspect of a communication plan. This straightforward, albeit 
somewhat ego-deflating, remark helps forge a relationship between a security team and a 
business unit because it shifts the typical group dynamic from one of fault-finding to one of 
mutual appreciation for each program's area of competence. The CISO's ability to convince 
business units that as their internal business operations become safer, they will logically benefit 
from information security triumphs is another crucial success element. The CISO should also 
clarify that the goal of the information security programme is to establish a consultative 
relationship that gives business areas the chance to speak with their information security staff 
in order to implement risk-mitigating decisions for their own business area, in addition to 
ensuring that programmes and processes are compliant with information security policy and 
standards. This gives business sectors a way to actively engage in making security-focused 
choices about their programmes rather than just attempting to comply with legislation. It will 
still be the CISO's duty to persistently and professionally remind business areas that by not 
actively participating in the information security programme, they face the dangers of not being 
fully involved. Yet, certain business sectors may still be averse to this sort of participation. 
Also, the organization's councils, committees, etc., whose members often make broad project 
and programme choices, should be reminded of this message. These cross-functional groups 
have different dynamics than groups with comparable working styles who are all employed in 
the same industry. 

---------------------------- 
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Authentication in information security refers to the process of verifying the identity of a user, 
system, or device before allowing access to sensitive information or resources. Authentication 
is a critical aspect of information security as it helps to ensure that only authorized individuals 
and systems can access sensitive information. There are several types of authentication 
methods that organizations can use to verify the identity of users, systems, and devices: 

Something you know: This type of authentication method involves verifying the identity of a 
user based on something they know, such as a password or PIN. This is the most common form 
of authentication and is widely used for online services and applications. 

Something you have: This type of authentication method involves verifying the identity of a 
user based on something they have, such as a smart card, security token, or mobile device. This 
method can provide an additional layer of security as it is less likely to be stolen or 
compromised than a password. 

Something you are: This type of authentication method involves verifying the identity of a 
user based on something they are, such as biometric information, such as fingerprints, facial 
recognition, or voice recognition. This method can provide a high level of security as it is based 
on the unique and unchangeable characteristics of a person. 

Multi-factor authentication (MFA): This type of authentication method involves verifying 
the identity of a user by requiring multiple forms of authentication, such as something they 
know, something they have, and something they are. This method provides an additional layer 
of security as it is more difficult for an attacker to compromise multiple forms of authentication. 

Authentication is an ongoing process and it's important for organizations to continuously 
monitor and update their authentication methods to stay ahead of emerging organizations 
should also consider implementing additional security measures such as regularly changing or 
updating passwords, implementing password complexity requirements, and implementing 
lockout policies to prevent brute force attacks . 

It's also important for organizations to consider the potential vulnerabilities of their 
authentication methods and to implement appropriate controls and countermeasures to mitigate 
them. For example, organizations should ensure that their authentication methods are properly 
configured and that they are using secure communication protocols to protect sensitive 
information as it is transmitted over networks. 

Authentication is a critical aspect of information security, and organizations need to take a 
comprehensive approach to verify the identity of users, systems, and devices. This includes 
implementing appropriate authentication methods, monitoring and updating them regularly, 
and implementing additional security measures to mitigate the potential vulnerabilities of their 
authentication methods. Organizations should also consider compliance requirements and align 
their authentication efforts with their overall security and business goals . 
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Authorization: Authorization in information security refers to the process of granting or 
denying access to specific resources, systems, or information based on the identity of a user, 
system, or device that has been authenticated. Authorization is a critical aspect of information 
security as it helps to ensure that only authorized individuals and systems can access sensitive 
information . 

There are several types of authorization methods that organizations can use to grant or deny 
access to specific resources, systems, or information: 

Role-based access control (RBAC): This type of authorization method grants access to 
resources, systems, or information based on the role of the user. This is the most common form 
of authorization and is widely used in organizations. 

Rule-based access control (RBAC): This type of authorization method grants access to 
resources, systems, or information based on predefined rules. This method is commonly used 
for systems that need to enforce complex access control policies. 

Discretionary access control (DAC): This type of authorization method grants access to 
resources, systems, or information based on the discretion of the user or system administrator. 
This method is commonly used in systems where access control policies are not well-defined 
or are subject to change. 

Mandatory access control (MAC): This type of authorization method grants access to 
resources, systems, or information based on predefined security labels or classification levels. 
This method is commonly used in systems where access control policies are well-defined and 
are not subject to change. 

Attribute-based access control (ABAC): This type of authorization method grants access to 
resources, systems, or information based on the attributes of the user, such as their role, 
clearance level, or location. This method can provide a more granular level of access control, 
as it allows organizations to define access policies based on a variety of attributes. 

Organizations to consider the potential vulnerabilities of their authorization methods and 
implement appropriate controls and countermeasures to mitigate them. For example, 
organizations should ensure that their authorization methods are properly configured and that 
they are using secure communication protocols to protect sensitive information as it is 
transmitted over networks. Organizations should also monitor access to resources, systems, or 
information, and detect and investigate any unauthorized access attempts. 

It's also important for organizations to consider compliance requirements for their industry, as 
well as their internal policies and procedures. Compliance with regulations and standards is a 
crucial aspect of information security, and organizations should ensure that their authorization 
methods meet these requirements. 

Authorization is a critical aspect of information security and organizations need to take a 
comprehensive approach to grant or deny access to specific resources, systems, or information. 
This includes implementing appropriate authorization methods, monitoring and updating them 
regularly, and implementing additional security measures to mitigate the potential 
vulnerabilities of their authorization methods. Organizations should also consider compliance 
requirements and align their authorization efforts with their overall security and business goals. 

The Development of Authentication Token Require: The enterprise connected to the Internet 
now has access to a whole new world of opportunities thanks to remote access. In almost any 
city in the world, users can now access their corporate network from a hotel room or coffee 
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shop. Network administrators no longer need to drive back to the office at three in the morning 
to handle a critical issue because they can now manage the entire enterprise network from the 
comfort of their own homes. Accessing the enterprise network from anywhere at any time is 
now possible thanks to thin client technology and virtual private network access. Remote 
access carries a significant amount of risk in addition to the convenience and increased 
productivity it offers: Keylogger malware that was covertly set up at 14 open Internet terminals 
in Manhattan gave an attacker access to the network and dozens of people's and organization’s 
personal information. Before they discovered the breach, one Silicon Valley company had been 
subjected to months of unauthorized access by a rival. Over 300 customers of a well-known 
financial institution were victims of a well-organized identity theft ring in 2006, which cost the 
financial institution over $3 million in direct losses. Phishers are a daily scourge on the Internet, 
using their social engineering tricks to gather user credentials from banking and e-commerce 
customers, allowing them to steal money from their accounts quickly and covertly. 

The traditional password is to blame for all of these exploits, as well as for the thousands of 
corporate breaches, countless identity thefts, and millions of dollars lost annually. The typical 
computer user has hundreds of accounts both at work and online. Nearly all of these systems 
demand a password in order to access them. Most people find it difficult to remember unique 
passwords for each of their accounts, especially if they only use particular applications 
occasionally. These are several techniques common users may take to overcome memory 
issues: They utilise the same password across the board. Naturally, there is a good chance that 
their company network password has also been compromised if their password for personal 
Web mail has been compromised. 

They record their passwords on paper. In one online survey, more than 30% of participants 
wrote down their passwords and "hid" them on their keyboards, on their stationary, or in desk 
drawers. They pick facts that are simple to recall. Some experts estimate that up to 35% of 
people choose a piece of personal information, such as the name of a family member, the name 
of a pet, or their birthdate. The issue is that such knowledge is frequently common knowledge. 
Making small talk with a staff member in the lobby allows a potential hacker to leave with 
dozens of passwords to test. 

They become shrewd. In a password audit conducted by one company, 10% of the passwords 
were vanity words like "stud," "goddess," "cuteiepie," or similar terms. What's more alarming 
is that 13% of passwords contained the word "password," and the majority of those users 
believed their selection to be clever. The issue is that hackers are aware of everything. They 
start by trying "password" before trying personal information to crack a password. Hackers 
may also pose as employees of a company and enter the building with assurance while nodding 
to the security guard or the front desk clerk. Passwords hidden under keyboards or on monitors 
are all fair game. Once a hacker has cracked a password, they can view confidential documents 
or e-mails without the organisation ever knowing about it. 

Tools for Cracking Passwords Have Also Changed 

The most common method for breaking user passwords to acquire privileged access no longer 
involves grinding through databases of known passwords or systematically attempting each 
letter, number, and symbol in machine-generated password guesses. Precomputed password 
hashes are now a part of the classic brute-force password cracker. A malevolent hacker may 
calculate every possible combination of letters, numbers, and symbols in a range of password 
lengths using rainbow tables, a collection of downloadable algorithms. The password may 
easily be searched up in the precomputed hash database once a set of tables have been created, 
eliminating the need to guess it altogether. 
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Precomputed hashes enable the password-cracking tool to quickly get the password by looking 
for the password hash in the precomputed hash database rather than spending time trying to 
guess the password. 

Weak Password Hazards are Reduced by Strong Authentication 

Strong authentication is the solution to this significant issue. This refers to elements that 
cooperate to safeguard a resource. The most prevalent illustration of this is automatic teller 
machines, where users need to authenticate using two different factors in order to access their 
checking accounts. They must own their actual bank card and be aware of their personal 
identification number. Nonetheless, despite the fact that most individuals would not want their 
checking account to be protected just by a PIN or a card, businesses utilise password-only 
security to secure resources that are many times more valuable than the typical person's 
checking account. Consumer information must now be protected due to governmental 
regulations. Using robust authentication is a step towards complying with current regulations 
to safeguard patients and consumers, particularly for health care organisations and financial 
institutions. Several businesses had been employing strong authentication for years without 
even recognising it: in order to access the corporate network, workers needed to know their 
passwords and be physically present in the building. Yet, the absence of the geographical 
criterion required by today's corporate environment due to remote access has made 
authentication susceptible. 

A Candidate for Strong Authentication:  

Tokens are tiny pieces of hardware that often fit on a key chain and are about half the size of a 
credit card. This element is a "what you have," similar to an ATM card. They often feature 
liquid crystal screens and need a unique passcode from the user each time they log in. Instead 
forms of tokens. The user activates the token instead of entering a password, then inputs the 
characters from the token display into the password field. Tokens often call for a piece of server 
software that permits or forbids user access. The fact that token solutions don't need any client 
software installed on the user's computer is a huge benefit for the majority of information 
technology departments. Tokens may thus be used everywhere, including from any laptop, 
desktop, or palmtop, as well as on public Internet terminals on the Web. Some consumers first 
reject tokens, and other businesses worry about the cost of various solutions, which may start 
at over $70 per user. Yet, the solution is one of the easiest solutions to implement, extremely 
dependable, and cost-competitive. 

Typical Token Types:  The form factors of current-generation tokens are much less invasive 
for users than those of previous-generation tokens. Nowadays, one-time-password 
methodologies are used in almost all token systems. The password is really updated after each 
login session. Since that the password is only good for one session and cannot be repeated, this 
effectively reduces the possibility of shoulder surfing or password sniffing. 

Asynchronous Tokens: The event-based token, also known as the challenge-response token 
or the asynchronous token, issues a fresh one-time password with each usage. While it may be 
set to expire on a certain date, how often it is used determines how long it will last. The token 
effectively extends the period of time normally used to determine the total cost of ownership 
in a multifactor authentication implementation, with a lifespan of five to 10 years. The access 
control subject generally follows a five-step procedure to verify identification and get access 
when employing an asynchronous one-time password token: 

1. The access control subject receives a challenge request from the authentication server. 
2. The subject of the access control inputs the challenge into their token device. 
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3. A proper answer to the authentication server challenge is determined mathematically 
by the token device. 

4. The subject of access control enters a password or PIN together with the answer to the 
challenge. 

5. The authentication server checks the answer and password or PIN, and if they are 
accurate, access is permitted. 

Synchronous Tokens: The one-time password is calculated using time by the synchronous 
token, also called a time-based token. The token device and the authentication server are in 
time sync. The token device encrypts the current time value and a secret key before presenting 
it to the access control subject for authentication. A standard synchronous token generates a 
new six- to eight-digit code every 60 seconds, may last up to four years, and can be set to stop 
working on a certain date. The access control subject has to complete fewer steps with the 
synchronous token in order to correctly authenticate the following: 

1. The subject of the access control reads the value from their token device. 
2. The access control subject enters both their PIN and the value from the token device 

into the log-in window. 
3. The synchronised time value and the PIN for the access control subject are used by the 

authentication server to determine its own comparative value. Access is given if the 
values being compared are same. 

4. The chance of a stolen or lost token being exploited by an unauthorised individual to 
obtain access via the access control system is reduced thanks to the usage of a PIN and 
the value offered by the token. 

Assault on Tokens: Just one attack methodology has been effective in actually cracking tokens 
since they became the most widely used alternative to conventional passwords, and it was 
applied exclusively to one token provider. Hackers were able to predict the following eight 
onetime passwords that the token would compute by reverse-engineering the process used to 
calculate the onetime password and utilising that information, the token serial number, and the 
token activation key. 

Tokens are naturally resistant to attack, however poorly implemented tokens may have 
vulnerabilities that hackers might exploit. A token implementation for a popular bank was 
successfully compromised in 2006 by a man-in-the-middle attack. Despite the fact that the 
attack simply focused on social engineering and did not target a flaw in the token itself, it is 
crucial to take this attack tactic into account before deploying any token implementation. 
Consideration of the Internet Protocol address, network, or domain from which the 
authentication is being requested is one technique of risk mitigation for this attack that is 
growing in popularity. By refusing authentication from a source that has a "poor reputation" 
significant risk mitigation may be afforded in consideration of an MITM attack. 

By taking into account the security of the endpoint from which the user is authenticating, recent 
improvements in identity and access management systems are also delivering stronger token 
implementations. Present-day IAM product offerings often check that the endpoint is using the 
proper antivirus program and that the signatures are updated. 

1. The endpoint is running the necessary firewall, and the configuration complies with 
business endpoint security configuration requirements. 

2. The endpoint operating system has the most recent patches installed. 
3. The endpoint programmes have the most recent patches installed. 
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If an endpoint is discovered to be noncompliant, access is prohibited and the user is restricted 
to a portion of the network where the errors may be fixed before enabling the user to 
reauthenticate to the business network for authorised privileged access. In conclusion, the 
dangers connected with conventional passwords may be greatly reduced by using current-
generation one-time-password authentication tokens alone. To provide the company the best 
chance of risk mitigation, access control systems that employ endpoint reputation score or 
security validation of the endpoint from which the user is authenticating should be taken into 
account in addition to authentication tokens. 

The security of every system or application depends on authentication. It serves as the 
foundation for any access control required over information stored in the system or 
authorisation for any potential transactions. Tokens are being used more often to enable better 
authentication by adding an extra dimension or component of verification and lowering the 
possibility of an attacker impersonating a user. In general, three main elements are employed 
to verify a user's identity. These components include something you know, like a password, 
something you have, like a token device, and something you are, like a fingerprint or other 
physical trait that may be used as a biometric. This will provide an overview of authentication, 
the use of various authentication factors to establish identification, some concerns related to 
the use of various authentication factors, and how tokens may be used to alleviate some of these 
problems. 

Authentication Factors Overview: Authentication is the process of someone proving they are 
who they say they are. When users authenticate to show that they are the people allocated to a 
certain ID that is used to manage access to a system, that is the most common example in the 
world of computers. Three distinct authentication kinds or factors are available. These three 
elements are things you understand, possessions you own, and self-awareness. To authenticate 
a person's identity, these may be utilised alone or together. 

The first element, often known as a shared secret or "something you know," is typically 
implemented as a shared static password between the user who has to be authenticated and the 
server that authorises access. The user typically enters their password at the client to begin the 
authentication procedure. The password is subsequently sent to the authenticating server, where 
a one-way hash method is used to create a password hash. The hash algorithm has the feature 
of creating a distinct hash for each different password, but the password cannot be decoded 
from the hash value. This hash is then checked to verify whether it matches the hash that is 
kept on the authenticating server. Some implementations create the hash on the client first 
before sending it to the server. The password may be intercepted by watching or "sniffing" the 
network, which is one of several methods to exploit this authentication technique. When a 
password is sent over a network, encryption may be used to assist prevent its interception. 
When receiving authentication information, the majority of Web portals use a secure channel 
set up by the Hypertext Transfer Protocol to reduce this danger. A keystroke logger application 
that may be installed on the end user's device is a different attack strategy. These applications 
have the ability to capture every keystroke made at a keyboard, including passwords, and 
transfer it to a third party. Several computer viruses utilise keystroke loggers to gather 
credentials that may be used for further breaches or real theft from online banking. 

Antivirus software that is up to date will aid in preventing the installation of these infections. 
Avoiding using an account with administrator rights to browse the web or read email may also 
help to lower this risk. The two most common ways that viruses infect computers are these two 
actions. Usually, when a virus uses one of these vectors to try to infect a computer, it does so 
in the context of the user who is carrying out the activity. Most viruses cannot install a 
keystroke logger if the user does not have administrative access to the computer. A third kind 
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of attack involves social engineering to persuade an end user to provide their login information 
for a system that is controlled or owned by the attacker. Phishing emails are often used to do 
this. A phoney email that purports to be from an official source is known as a phishing email. 
The bogus email requests the user's login information via a Web link that is included in the 
message. A system that has been engineered to seem like the genuine system but is really 
owned or controlled by the attacker is what the Web link actually links to when it appears to 
connect to the real system. Because to the amount of emails sent, these assaults are becoming 
more sophisticated and may be effective even if only a tiny percentage of people reply to the 
email. As it relies on consumers changing their habit to not trust the URLs delivered over email, 
mitigating these attacks is exceedingly challenging. These attacks will continue to be effective 
in obtaining passwords from users who are not aware of them since they rely on user knowledge 
of them. Trying every conceivable combination of passwords to get the right one is another 
strategy for breaking static passwords. This is referred to as a brute-force assault or a password 
guessing attack. A programme is run to generate every possible combination of passwords, 
calculate their hashes, and then compare the hashes to the computed hash of the password until 
one matches it. This is typically done by capturing the computed hash of the password, either 
through network sniffing or from the server it is stored on. Depending on the length and 
complexity of the password, these assaults may take a while. In contrast to a password made 
up of six upper- and lowercase alphanumeric letters, which has over 56 billion variations, a 
password composed of six numeric digits spanning from 0 to 9 would need 1 million trials. 
Yet, because to improvements in processing speed, it would only take a few hours for a 
computer to produce all 56 billion possible possibilities. A brute-force attack may be 
accelerated by using precomputed tables of passwords and their corresponding hashes, 
sometimes known as rainbow tables, to further reduce the time, particularly for longer 
password implementations. A password's associated hash may be quickly searched for in the 
rainbow table if it can be retrieved from the authenticating server or intercepted via a network. 
Including a "salt" as part of the hash algorithm is one defence against the usage of rainbow 
tables. Before the password is processed by the algorithm, a salt is a set of bits that is added. 
By doing this, the password is effectively lengthened, which makes brute-force attacks more 
challenging. Also, since they may be unprintable and often not used in passwords, the bits 
utilised in the salt may not correlate to any characters used to build the rainbow table. As a 
result, a rainbow table created with printable characters would be useless. 

Security questions and user-provided responses are another way to leverage the "something 
you know" component. These are the queries and responses that the user and the authenticating 
authority have recorded. In most cases, they are created as a part of the registration procedure 
for creating the ID for that system. They are most often used to identify users who need to 
change their passwords after losing or forgetting them. If the inquiries include data that may 
be found in public records, such as mother's maiden name or place of birth, this procedure 
could be jeopardised. The best ways to accomplish this procedure make use of questions and 
answers that the user chooses from a pool of questions and don't include information that third 
parties may readily get. 

A user's identity will be verified using the authentication code provided by this device or token. 
To prevent unauthorised use of the device, this authentication code may sometimes be used in 
conjunction with the user's personal identification number or another password. Some methods 
lock the device and prohibit it from issuing legitimate authentication codes until the PIN or 
password is entered. Two-factor authentication is utilised when a device is used in addition to 
a PIN or password. By producing authentication codes that are one-time-use passwords, the 
devices reduce the risk to the single-factor implementation of passwords. These passwords can 
only be used once to authenticate and will be refused if you try to use them more than once. 
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Due to the password's dynamic nature, attempts employing network interception or keylogging 
are thus rendered ineffective. Attacks on these devices often entail physical assaults on the 
devices themselves or include interfering with the end user to server communications channel 
in an effort to replicate the device or learn some of its features. The gadget and the personnel 
needed to manage these systems are more expensive. 

Nowadays, fingerprint matching is the biometric that is most often used. Iris recognition, hand 
geometry, and voice recognition are among more biometrics that have been investigated and 
have seen some limited applications. This factor, like a token, has the benefit of being very 
difficult to steal and is often coupled with another factor to improve its potency. The adoption 
of this element has limitations since these systems do have greater rates of false-positive and 
false-negative results. Several of these implementations are also resisted due to worries that the 
measuring technique can be harmful. Many of these implementations are expensive, but as they 
become more accessible and are beginning to be integrated into conventional system 
configurations, the cost of fingerprint readers and face recognition systems has been declining. 
Attacks on this component often include efforts to fool the biometrics reader and exploit any 
flaws in how accurately they measure the biometric. This is particularly true for certain 
fingerprint scanners that are vulnerable to fake fingers made of gelatin or plastic. 1 In general, 
biometrics scanner technology is still being refined, thus until the bugs are ironed out, there is 
a chance that they might be beaten by creating false-positive results or false-negative results 
that exclude authorised users. Dynamic biometrics is another part of biometrics that is 
important to note. 

This technique aims to identify a person by using the act of performing something. The two 
that are most often used are keyboard dynamics and signature biometrics, which utilise the 
speed, duration of key presses, and rhythm of a user typing at a keyboard to quantify the 
pressure and dynamics of someone writing his or her name. Due to the fact that this technology 
is still being developed and has not been used extensively, there is very little information 
available on its efficacy. Using more than one shared secret factor to verify a person is one 
increasing trend in the authentication space. This is accomplished by demanding not just a 
password but, in certain situations, the responses to pre-set questions as well. Another example 
may be the need to enter a password and choose a pre-selected image from a collection of 
images in order to authenticate. This is done in an effort to attempt to supply more 
authentication information that a prospective attacker may not already have. This double 
authentication is carried out in some of these systems if anything unusual happens. This could 
happen if users attempt to log in from a workstation they normally avoid doing so or if they 
ask to carry out a strange operation, such moving the full amount out of a bank account. 

All things considered, strong authentication is crucial as the cornerstone of access control for 
systems and applications. By the use of keyboard loggers and network monitoring that may 
capture the information and make it accessible to a third party, shared secret authentication is 
always under threat. While it is becoming increasingly commonplace, biometric identification 
still has certain usability issues and cannot be easily integrated into the majority of existing 
apps. The majority of current systems that accept passwords are easily adaptable to 
authentication using a token device that generates dynamic passwords. This method of 
authentication is also less expensive than most biometric systems and can be combined with a 
PIN to provide two factors of authentication. Tokens that are used to implement two-factor 
authentication seem to be the best option among the existing authentication techniques for 
delivering robust authentication and lowering the risk of compromise via interception. 

Token Types and How They Operate: There are a few different sorts or classes of devices or 
tokens that may be used to achieve two-factor authentication. They include time-synchronized 
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devices, which generate authentication codes at regular intervals, asynchronous or on-demand 
devices, which generate codes as required, and cryptographic devices. These tokens provide 
dynamic authentication information using various techniques. Each of these token kinds has 
benefits and drawbacks related to the strategies they use. 

A time-synced token is the first kind. These tokens create codes that may be used for 
authentication using synchronised clocks between the token device and the authenticating 
server. The technique used by the token to create a code that regularly changes makes 
advantage of the time shown on the clock. After being presented to the user, this code is either 
used as the authentication code alone or coupled with a PIN to create the authentication code 
that verifies the user's identity. Some solutions require the user to input their PIN before the 
device may produce an authentication code. As the authentication code only substitutes for the 
password that the user would have provided, this technique has the benefit that it may be used 
with the majority of apps with little modification. These tokens' clocks will ultimately drift and 
lose sync with the servers, which is a disadvantage since it will happen over time. If the drift 
becomes too big, it may be necessary to regularly resync the tokens with the servers. The 
server's ability to keep precise time is also crucial. The network time protocol is often used for 
this, which needs a reliable time server to maintain precise time. The server's authentication 
procedure will also make an effort to gauge the amount of time difference between its clock 
and the token clock and will modify itself as necessary. In certain instances, the authentication 
procedure makes use of an authentication window, which accepts a variety of authentication 
codes valid for a set amount of time. The amount of valid authentication codes that will be 
allowed will rise as a result, preventing an excess of failed authentications brought on by clock 
drift between the authentication server and the token. Using a larger window may raise the 
chance that an attacker will be able to guess an authentication code, although this risk is often 
modest since there are typically a lot of alternative codes. Although the code will only be shown 
for a brief period of time and may change while the user is viewing it, the usage of these tokens 
may also create some difficulties. 

The following kind of token creates authentication codes as needed. When a code is formed by 
one of these devices, a counter that is updated each time serves as an input to the algorithm that 
creates the code. This counter can confirm that the right code has been supplied since it is 
synced with the authentication server. The server will refuse repeated attempts to utilise the 
one-time passwords supplied for authentication. The server will accept a code that the end user 
skips over but doesn't utilise as long as it falls within a defined range of permissible codes. The 
server does this by calculating all of the acceptable codes, comparing them to the provided 
code, beginning with the counter's current value and going all the way up to the window's size. 
The server will resync the counter to the value used for that code, increment it to match the 
value on the token, and authenticate the user if the code matches any of the calculated codes in 
the window. This enables users to authenticate even if they unintentionally ask for a new code 
without first using the one they already have. Similar to the time-synced tokens, the size of the 
window does affect the likelihood that an attacker would guess the password, although this 
danger is often modest since there are typically a lot of different potential codes. Since they are 
not constantly creating codes, this sort of gadget has the benefit of being more affordable and 
lasting longer than time-synchronized tokens. As they don't use clocks as part of their process, 
they also don't have any clock drift problems. Authenticating codes may be pregenerated and 
written down, and as long as they are used in the correct sequence, they will be legitimate, 
which is one disadvantage of utilising this sort of device. This would make it unnecessary for 
the token to be present during authentication. This is a significant danger that can only be 
avoided by end users being aware of it and keeping the codes safe. 
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Smart cards that use cryptography are the third kind of token device. This is often built as a 
card with a processor that can do certain cryptographic operations, modest safe storage, and 
thickness similar to a credit card. The card is put into a reader, which gives it power and acts 
as the system's interface. Smart-card tokens have also been deployed utilising gadgets that link 
through USB ports, which are found on the majority of more recent computers. This has an 
advantage over the card solution in that the system may be connected without the need of a 
separate reader. Public or private key cryptography algorithms are used by these devices to 
accomplish authentication. The two keys used by these methods are a private key, which is 
kept private and retained on the device, and a public key. The key and the user's identification 
number are saved together in an object known as a certificate to guarantee that the appropriate 
public key is linked to a user. A reputable certificate authority will next cryptographically 
verify the certificate to make sure it hasn't been tampered with. As a component of a public key 
infrastructure, this certificate is then kept in a directory. A feature of the public or private key 
algorithm is that only the public key may be used to decode data encrypted with the private 
key, and vice versa for data encrypted with the public key. The Rivest, Shamir, and Adleman 
(RSA) algorithm, which bears their names, is the most used public or private key algorithm. 
By encrypting a challenge string that has been provided by the system the user is seeking to 
authenticate to, the devices employ this process to identify a user. The authenticating server 
then uses the user's public key to decode this data in order to confirm that the user's private key 
was used to encrypt it. The majority of these systems need a PIN to unlock the card before it 
can be used. A PKI and related certificate authority will be needed to maintain and validate the 
public and private keys used in the authentication when using smart cards with public or private 
key authentication. 

All physical tokens have certain defences against physical harm. A token may be cloned 
without the user's awareness if it can be physically compromised, reverse-engineered, and then 
the necessary secret information copied from it. Since it would no longer be specific to the 
owner, this would jeopardise the token. Tokens often have form factors that make them difficult 
to breach without seriously harming the token and rendering any secret key information 
unreadable. In certain attacks against smart cards, the secret private key has been revealed by 
altering the data that is inserted into the card to be encrypted and timing how long it takes to 
encrypt it. These attacks take a lot of time to execute and need for specialised tools. To counter 
these kinds of attacks, changes have also been made to the processing and architecture of smart 
cards. As the usage of token devices spreads, this kind of assault is a source of constant worry. 

Token Control: Whichever kind of token is used, there has to be a procedure to manage it 
throughout the course of its lifespan. Token distribution at the start of the business, token 
replacement for lost or expired tokens, and token collection from departing workers are all 
included in this. The tokens are typically managed throughout the life cycle of these activities 
using a database. In order to ensure that the right individual is getting the token, it is crucial 
that the distribution and replacement procedures use the proper authentication techniques. All 
future authentications will be compromised if these procedures can be overthrown since a token 
might potentially be obtained in the wrong person's name. These procedures may include the 
employment of dependable security officers to confirm an individual's identification or they 
may be linked to the procedures for issuing credentials for actual access to the organisation. 
An alternative way of identification may be developed as part of the token distribution process, 
and it should be. To request actions like replacements or resets, one strategy is to build up a 
series of challenge-and-response questions that may be utilised over the phone or via a self-
service Web site. It is crucial that these questions don't request information that is simple to get 
and are varied enough to prevent simple guesses. Often, three to five questions selected from a 
list of twenty are enough for this purpose. Just for this reason, and not for routine 
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authentication, should these questions be utilised. This will lessen the possibility of their being 
intercepted. 

Token administration and distribution costs may significantly increase the overall cost of token 
ownership. This is particularly true if end users must get tokens separately. Someone would 
need to be paid to allocate the tokens and actually pack them individually for delivery if they 
were managed via a centralised mechanism. Moreover, the mechanism of delivery must 
provide a reasonable level of confidence that the token is sent solely to the designated recipient. 
This may increase the price of the procedure, particularly if the business has many locations. 
Automation that assigns tokens from a pool of unassigned tokens that is held at several places 
around the organisation and dispersed as required may lower this cost. Individuals may grant 
themselves a token using a Web portal if they can successfully authenticate themselves. On-
site security officers or other trustworthy personnel may confirm a person's identification 
before issuing him or her a token in organisations that need extra confidence that tokens are 
distributed to the right people. In all circumstances, thorough audit trails should be established 
to record the procedure in case there is ever a query regarding who received the token in the 
future. With the same form factor, it is also possible to integrate the smart card's physical access 
control with an employee badge's. This is accomplished by printing the badge information, 
which typically consists of a name, a picture, and sometimes some other corporate information, 
on the actual smart card. This offers the business the ability to regulate building access using 
the information from smart card verification. By turning in the badge or smart card when an 
employee leaves a company, it will not only prohibit them from entering the building but also 
from accessing any electronic systems or apps that use the smart card, which makes it simpler 
to revoke access. 

---------------------------- 
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Questionnaire 
1. What Database and Information Security? 

2. Discuss about Risk Analysis? 

3. Discuss secure design principles? 

4. What is Authentication and Authorization? 

5. What is data security? 

6. Discuss about structured and unstructured data? 

7. What is Information Right Management? 

8. Discuss Encryption? 

9. What is storage security? 

10. What is database security? 

11. What is network security? 

12. What is virtual private network? 

13. What is operating system security model? 
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